CHEMICAL REVIEWS

Subscriber access provided by V. Vernadsky | National Library of Ukraine

Water as an Active Constituent in Cell Biology
Philip Ball

Chem. Rev., 2008, 108 (1), 74-108 » DOI: 10.1021/cr068037a
Downloaded from http://pubs.acs.org on December 24, 2008

More About This Article

Additional resources and features associated with this article are available within the HTML version:

. Supporting Information

. Links to the 25 articles that cite this article, as of the time of this article download
. Access to high resolution figures

. Links to articles and content related to this article

. Copyright permission to reproduce figures and/or text from this article

View the Full Text HTML

ACS Publications

High quality. High impact. Chemical Reviews is published by the American Chemical Society. 1155 Sixteenth
Street N.W., Washington, DC 20036


http://pubs.acs.org/doi/full/10.1021/cr068037a

74

Contents

Chem. Rev. 2008, 108, 74-108

Water as an Active Constituent in Cell Biology

1. Introduction
2. Water as a Liquid and Solvent

2.1.
2.2.
2.3
2.4,
2.5.

2.6.

2.7.

Water Structure

Small-Molecule Solutes: Hydrophiles
Small-Molecule Solutes: Hydrophobes
Large Hydrophobic Solutes and Surfaces

The Influence of lons: Structure-Making and
Structure-Breaking

Long-Range Hydrophobic Interactions and the
Role of Bubbles

Hydrophilic Surfaces

3. The Aqueous Environment of the Cell
4. Protein Hydration: Nonspecific Effects

4.1.
4.2.

The Hydration Shell

Dynamics, Cooperativity, and the Glass
Transition

5. Protein Hydration: Specific Roles of Water in
Structure and Function

5.1
5.2.
5.3.
54.
5.5.
5.6.
5.7.
58.

5.9.
5.10.

1
1

o woo~Ne

Secondary Structure
Protein—Protein Interactions
Mediation of Ligand Binding
Functional Tuning

Allostery

Hydrophobic Cavities
Electron Transfer

Involvement of Bound Water in Catalytic
Action

Proton Wires
Function of Protein Channels

Water and Nucleic Acids
Conclusions

Acknowledgments

Note Added in Proof

Note Added after ASAP Publication
References

1. Introduction

When Szent-Gyayi called water the “matrix of life™,
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water has some unusual and important physical and chemical
properties-its potency as a solvent, its ability to form
hydrogen bonds, its amphoteric nattt@ologists have re-
garded it essentially as the backdrop on which life’s molec-
ular components are arrayed. It used to be common practice,
for example, to perform computer simulations of biomol-
ecules in a vacuum. Partly this was because the computa-
tional intensity of simulating a polypeptide chain was
challenging even without accounting for solvent molecules
too, but it also reflected the prevailing notion that water does
little more than temper or moderate the basic physicochem-
ical interactions responsible for molecular biology. What
Gerstein and Levitt said 9 years ago remains true today:
“When scientists publish models of biological molecules in
journals, they usually draw their models in bright colors and
place them against a plain, black backgroufd”.

Curiously, this neglect of water as an active component
of the cell went hand in hand with the assumption that life
could not exist without it. That was basically an empirical

he was echoing an old sentiment. Paracelsus in the 16thconclusion derived from our experience of life on Earth:

century said that “water was the matrix of the world and of
all its creatures? But Paracelsus’s notion of a matrban
active substance imbued with fecund, life-giving propetties
was quite different from the picture that, until very recently,
molecular biologists have tended to hold of water’s role in
the chemistry of life. Although acknowledging that liquid

* E-mail: p.ball@nature.com.

10.1021/cr068037a CCC: $71.00

environments without liquid water cannot sustain life, and
special strategies are needed to cope with situations in which,
because of extremes of either heat or cold, the liquid is
scarcet™® The recent confirmation that there is at least one
world rich in organic molecules on which rivers and perhaps
shallow seas or bogs are filled with nonaqueous fhiltk
liquid hydrocarbons of Tital-might now bring some focus,
even urgency, to the question of whether water is indeed a
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unigue and universal matrix of life, or whether on the con- a
trary it is just the one that happens to pertain on our planet. 61

Fundamental to that question is the role that water plays
in sustaining the biochemistry of the cell. It has become & b
increasingly clear over the past 2 decades or so that water is 44

not simply “life’s solvent” but is indeed a matrix more akin .

; . g(r)
to the one Paracelsus envisaged: a substance that actively 2
engages and interacts with biomolecules in complex, subtle, 24

and essential ways. There is now good reason to regard the 14
“active volume” of molecules such as proteins as extending
beyond their formal boundary (the van der Waals surface, . . . .

say), by virtue of the way they shape and manipulate the ! z o 1 vo 2

shell of water that surrounds them. Moreover, the structure Figure 1. Typical radial distribution functions (rdfs) of simple
and dynamics of this hydration shell seem to feed back onto fluids: (a) hard spheres; (b) Lennard-Jones potential.

those aspects of the proteins themselves so that biological

function depends on a delicate interplay between what we &xu ) 800

have previously regarded as distinct entities: the molecule
and its environment. Many proteins make use of bound water
molecules as functional units, like snap-on tools, to mediate
interactions with other proteins or with substrate molecules
or to transport protons rapidly to locations buried inside the

1.0

protein. g ()
Here | review the case for considering water to be a OoH
versatile, adaptive component of the cell that engages in a 1.0

wide range of biomolecular interactions. In order to provide

some basis for assessing water’s often-alleged “uniqueness”

to life, however, | shall try to highlight throughout this paper .

the distinctions between generic and specific behaviors of gigyre 2. partial radial distribution functions (rdfs) for water at
biological water. That is to say, some of its roles and 298 K. The first (off the scale) peak @bi(r) is the intramolecular
properties may be expected from any small-molecule liquid peak. Data courtesy of Alan Soper, ISIS.

solvent. Others depend on water’s hydrogen-bonding capac- = . ) _

ity, but not in a way that could not obviously be fulfilled ~ Liquid water also has an oscillatory rdf. In this case a
also by other hydrogen-bonded liquids. But some of water’s Single functiong(r) will not suffice to fully characterize the
biochemical functions do indeed seem to be quite unique to liquid structure, because there are two types of atom in the
the HO molecule. From an astrobiological perspective, the Mmolecules: H and O. So one must define a series of partial
guestion is then whether we can regard these latter roles agdfs gx(r), which denote the probability of finding an atom

optional or essentialfor any form of life to be tenable. Y a distancer from the center of atonX. For example,
0oo(r) indicates the radial distribution of oxygen atoms in

other HO molecules around any given molecule. The partial
rdfs for water, determined by neutron scatteffrage shown
2.1. Water Structure in Figure 2. . .
The structure is more complex than the oscillatory profile
Water is not like other liquids, but neither is it wholly  with decaying amplitude found for simple fluids such as hard-
different. The structure of a so-called simple ligttione in sphere or Lennard-Jones systems or for real liquid argon;
which the molecules can be represented as particles thabut the basic features look qualitatively similar. This local
interact via some spherically symmetric potential function  structuring of liquid water has, however, a quite different
can be depicted in terms of a radial distribution function (rdf) origin. Whereas hard-sphere repulsion controls the short-
g(r), which is related to the liquid density(r) around a range order of simple liquids, the structure seen in Figure 2
particle atr = 0: p(r) = ppg(r), wherep, is the bulk density. is primarily due to the attractive interactions between water
The rdf for a simple liquid interacting through the Lennard- molecules: the hydrogen bonds. These generate a peak in
Jones potentiaM ~ o/r'? — ¢/r8, whereo is the molecular Joo(r) at a separation considerably greater than the mean
diameter) is not very different from that of a “hard-sphere” “molecular diameter” (radius of gyratiom)—the peak is at
fluid, in which the particles experience no intermolecular about 1.4. In other words, the molecules do not, on average,
force until they touch, whereupon they act as infinitely hard sit as “close” as do the particles of a simple liquid. They are
spheres\{ =0 (r > 0); V= (r < 0)). In both cases, the held apart by the hydrogen bonding, which imposes geo-
rdf is oscillatory, with a prominent first peak around= o metric constraints on the molecular positions: the hydrogen
and smaller subsequent peaks at separations close tw atom in an G--H—O0O union sits, on average, roughly along
that decay rapidly until the density reaches the bulk averagethe axis between the two oxygen atoms. In other words, the
value (Figure 1). This implies that the oscillatory density hydrogen bond is linear. If it is “bent”, the orbital overlap is
profile is dominated by the steep repulsive core of the poorer and the bond is weaker. Thus, one might say that
particles and is related to the geometric aspects of a densehydrogen bonding keeps the,®l molecules at “arm’s
random packing of particles. These repulsive interactions length”, preventing them from packing as closely as they
create short-ranged ordering in the liquid that the inclusion would in a simple liquid. The hydrogen bonds are direc-
of an attractive potential (without which there is no ligtid  tional: they bind the water molecules into particular spatial
gas transition) modifies only slightly. orientations.

2. Water as a Liquid and Solvent
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Figure 3. Tetrahedral coordination geometry of water molecules (a) and defects involving bifurcated hydrogen bonds (b). The latter are
posited to play a key role in molecular mobility in the liquid state.

a b
4

Figure 4. In ice (a), tetrahedral coordination around each water molecule is rigidly imposed. In liquid water this geometry is relaxed so
that the network formed by hydrogen-bonded molecules is more disorderly and fluxional (b). Frame b courtesy of H. E. Stanley.

The spg hybridized oxygen atom creates an essentially molecules form an essentially perfect tetrahedrally coordi-
tetrahedral coordination geometry, with eaciOHnolecule nated network, linking them into six-membered rings with
coordinated to four others (Figure 3a). We should resist the much empty space between the molecules (Figure 4a). When
traditional notion of two “rabbit-ear” lone pairs on each the lattice melts, the three-dimensional hydrogen-bonded
molecule, however: the electron-density distribution shows network becomes more fluxional, distorted, and defective
only a single, broad maximum on the “rear” of the oxygen (Figure 4b), enabling molecules to approach one another
atom. And since the molecules are mobile in the liquid, more closely: the average distance between molecules
the four hydrogen-bonding sites are not necessarily fully slightly decreases. Other anomalies of the liquid state, such
occupied. Neutron-scattering measurements of the rdfs, alonggs the density maximum at°€ and the putative existence
with computer simulations, have tended to suggest that theof 3 |iquid—liquid phase transition in metastable, supercooled
number of hydrogen-bonded nearest neighbors for wateryateris can be considered to result from the competition
molecules at room temperature averages about 3.5. Recengetween these “icelike” and “disordered” configurations. One
EXAFS (extended X-ray absorption fine structure) studies might say that as the temperature is lowered belofC4
by Wernet et at.challenged this picture, appearing to suggest «icejike configurations become predominant, leading to a
that only two nearest neighbors are, on average, aCtua"ydecreasing density, whereas at higher temperatures the
hydrogen-bonded to the central moli:cule; but this interpreta- yecrease in density with increasing temperature is simply a
t|on.haT been vigorously d|sg;;.|té‘tt. » hal reflection of normal thermal expansion. The notiofi that
e o sy e Bt viewed 5 - prase e o st celke
linear hydrogen bonds, suggesting that the liquid state and liquid-like configurations, with fully for_med and partly

! broken hydrogen-bond networks, respectively, now seems

contains many defects in the form of bifurcated bonds: a ) o o i
single hydrogen coordinates to two oxygen atoms on different ugtoenqzzlg 'Shg\r']vg\gré:aitgsrétheegf‘str;gué'grégazxg?ugsen bond
molecules (Figure 3b). Sciortino et al. conclude that these 9 9 PP )

bifurcated bonds in fact play a central role in the molecular In pure liquid water, hydrogen bonds have an average
mobility of the liquid state by lowering the Gibbs energy lifetime of about 1 ps, so although there exists an ex-
barrier to diffusion. tended, essentially infinite (percolating) dynamical three-

Nonetheless, it is clear that the tetrahedral hydrogen- dimensional network (Figure 4b), there are no long-lived
bonded geometry is the reason for water's well-known icelike structures. Defects in this hydrogen-bonded network
density anomaly on freezing. The density of the solid state owing to dangling OH bonds seem to be very short-lived
is lower than that of the liquid because in crystalline ice the (<200 fs)—"broken” hydrogen bonds re-form almost im-
constraints of hydrogen bonding are rigidly imposed: the mediately®



Water as an Active Constituent in Cell Biology
| 9008 0é &0
o

% &c

Figure 5. Solvation of cations and anions. (a) The conventional
view. (b) Water orientations revealed by neutron scattering.

For water’s role as a solvent, particularly in the cell, one
of the key questions is how this network structure is affected
by the introduction of a solute molecule or proximity to a
surface. In each case, the structural response of liquid wate
depends on whether the foreign body is hydrophobic or
hydrophilic. But in more or less all cases the issue has been
contentious and is still not well resolved.

2.2. Small-Molecule Solutes: Hydrophiles

Water is an extremely good solvent for ions. In part,
this is a result of water’s high dielectric constant, which
screens the ions’ Coulombic potential effectively and pre-
vents the aggregation and crystallization of ions of oppo-
site charge. By the same token, water is an efficient sol-
vent for biomolecular polyelectrolytes such as DNA and

Chemical Reviews, 2008, Vol. 108, No. 1 77

which shows that ions have essentially no influence on the
rotational dynamics of water molecules beyond the first
hydration shelf* It is important to note, moreover, that
neutron-scattering studies caution against too static a vision
of hydration: there is clearly a lot of dynamic variation in
these structures.

While, as we shall see later, the hydration of hydrophilic
regions of proteins has been investigated extensively, there
has been surprisingly little work to date on small, biologically
relevant hydrophiles. As a result, the “ground rules” for
interpreting the hydration of larger biomolecules have not
really been established. What little we do know about such
simple “model” species, however, suggests that it may not
be possible either to generalize or to reduce the structural
and dynamic aspects of hydration to simplistic rules of
thumb. A neutron-scattering study of the hydration of
L-glutamic acid in alkaline solutiGhsuggested a significant
disruption of the water structure, with the average number

pf water—water hydrogen bonds being reduced from 1.8 to

1.4. But this was at high concentrations of both glutamic
acid and NaOH (each 2 M), so it is not clear how the results
might relate to a physiological context. In contrasproline
engages in strong hydrogen bonding with water but in a
manner that seems barely to perturb the hydrogen-bonded
network at alk® Proline is an osmoprotectant, preventing
protein denaturation in the face of water stress. One possible
mechanism for this invokes the formation of a loosely
associated sheath of proline molecules around a protein to
“chaperone” it-something that appears feasible without any
significant disruption of the protein’s hydration.

One of the best studied small hydrophiles is urea, which

proteins, shielding nearby charges on the backbone from onecan be considered a mimic of a hydrophilic residue but is

another.

As a polar species, the water molecule can engage in
favorable Coulombic interactions with ions and other polar
solutes. According to the traditional picture, water molecules
will solvate cations by orienting their oxygen atoms toward
the ion, whereas they will adopt the opposite configuration
for anions (Figure 5a). Such reorientation, however, perturbs
the hydrogen-bonded network, and the question is how
readily this disruption can be accommodated.

The key technique for investigating this issue is neutron

also known for its tendency to denature proteins. A neutron-
scattering study shows that the urea molecule can “substitute”
quite readily for water in the hydrogen-bonded network: the
rdf of urea around water in a 1:4 solution looks remarkably
like that of water around watéf.Although urea has nearly

3 times the molecular volume of water, the structure of liquid
water is sufficiently “open” that a urea molecule appears to
displace just two waters, offering up to eight hydrogen bonds
in place of the displaced pair. The idea that urea “fits” rather
easily into the hydrogen-bonded structure of water has been

scattering, particularly because of the large scattering crosssupported recently by dielectric spectroscépyet despite

section of hydrogen and because of the facility for altering
the various cross sections by isotopic substitution, enabling
the several waterwater and ior-water partial rdfs to be

this apparently “easy” substitution, incorporating urea into
the network appears to disrupt it, creating a local compression
of the second hydration shell around water molecules in a

disentangled. Pioneering work by Enderby, Neilson, Soper manner similar to the e_szect_of high pressure on the liquid.
and their co-worke® has confirmed the expected picture Al the same, the orientational dynamics of the water

in which anions such as chloride are coordinated to water
in the hydration shell via hydrogen atoms, such that the
H—0O---Cl~ bond is almost linear, whereas for cations like
nickel the water molecules are oriented with the oxygen
atoms facing toward the ions (Figure 5b). Recent XAS
(X-ray absorption spectroscopy) studies of cation hydration
have been interpreted as implying little or no geometric
distortion of “water structure” over long rangé<?although
divalent cations do seem to induce a redistribution of charge
among water molecules in the solvation shell, leading to
changes in the X-ray absorption spec&ahis very local
view of the effects of ions on water structure is supported
by first-principles MD (molecular dynamics) simulations,
which reveal only some degree of preferential orientation in
the first hydration shell for both monovalent and divalent
ions? and by femtosecond pumprobe spectroscopy,

molecules seem largely unaffected even at urea concentra-
tions high enough for all the water to be part of hydration
shells?® Only one water molecule per urea, on average, has
a significantly slower reorientational time constant (about 6
times that of bulk water), which can be rationalized according
to a hydration structure in which one water is complexed to
the urea molecule via two hydrogen bonds.

These findings shed light on the action of urea as a protein
denaturant. Proposed reasons for this behavior have invoked
direct interactions of urea with the protein backbone, for
example, via hydrogen bontis!or electrostati® or hydro-
phobic contact?® which act to swell the protein as a
precursor to denaturation, and indirect effects due to the
disruption of “water structure” by urea, making the hydro-
phobic groups more readily solvat&dThe experimental

findings for the effect of urea on water do not seem to support
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Figure 6. (a) “Iceberg” model of hydrophobic hydration. (b) Kauzmann's explanation of the hydrophobic attraction.

the idea of significant disruption of the hydrogen-bonded made such seemingly good sense that it has been hard to
network (although one might argue that the mimicking of dislodge and is still routinely cited in biochemistry textbooks.
high pressure in the second hydration shell might encourageThis is Kauzmann’s “entropic” origin of the hydrophobic
something akin to pressure-induced denaturation). Rather attraction?® which draws on the picture of hydrophobic
it seems best to consider the nature of specific interactionshydration posited in 1945 by Frank and Evdhs.
between the various solutes, instead of regarding the protein  The conventional story is as follows. In order to accom-
as being solvated by “modified water”. Indeed, experiments modate a hydrophobic species, the hydrogen-bonded network
and thermodynamic analysis imply that in general a cosolvent mst be disrupted to create a void. But this can be done in
such as urea will be inhomogeneously partitioned around ag,ch a way as to avoid the enthalpic penalty of losing
biological macromolecuteurea tends to expel water from  pydrogen bonds, if the water molecules arrange themselves
a protein surface, whereas sugars are preferentially excludedyround the hydrophobe in a relatively ordered fashion (Figure
from the hydration spher€. 6a). In the words of Frank and Evans, “when a rare gas atom
We will see below that the same principteonsidering  or nonpolar molecule dissolves in water at room temperature
local, direct interactions rather than global “ water structure” it modifies the water structure in the direction of greater
modifications-holds for hydrophobes too. In any event, one crystallinity—the water, so to speak, builds a microscopic
can see that the overall picture of the effect of hydrophiles cage around it*:
on water structure is rather complex even for this relatively i the siceberg” model: the hydrophobe is encased
simple species, demanding a detailed consideration of they, o celike shell of water. It has been often suggetéd
structure and dynamics of the hydration shell(s), and so it that, based on a describtion of water structure due to

seems unwise to fall back on popular but simplistic notions Pauling a better model for this pseudocrystalline cage is

about whether solutes such as urea “break” the structure of . . .
the hydrogen-bonded netwdf’’ (see below). that found in gas hydrates, where small hydrophobic species

such as methane are enclosed in cavities made from
entagonal rind$ rather than the hexagonal rings of ice.
2.3. Small-Molecule Solutes: Hydrophobes ?Hydrgtion strugﬁures around the hydrgphobic gortions of
Hydrophobic solutes in water experience a force that Proteins are now commonly described in terms of pentagonal
causes them to aggregate. This hydrophobic interaction isfings.) Kauzmann pointed out that the price of creating any
responsible for several important biological proce$éést relatively ordered structure of this sort to preserve the
the aggregation of amphiphilic lipids into bilayers, with their integrity of the hydrogen-bonded network is that the rota-
hydrophobic tails “hidden” from water and their hydrophilic  tional and translatipnal freedor_n of the molecules in the cage
heads at the surface, for the burial of hydrophobic residueswall are compromised: there is an entropy decrease. But if
in polypeptide chains that helps proteins to fold and to retain two “caged” hydrophobes were to come together, the
their compact forms, and for the aggregation of protein “structured” water in the region between them is returned
subunits into multi-subunit quaternary structures. There is ato the bulk, leading to an entropy increase (Figure 6b). Thus,
tendency for even rather small hydrophobic moieties to there is an entrqpmally based force of attraction between
cluster-something of the sort seems to happen for methanol these solute particles.
dissolved in water, leading to dynamic heterogeneity of the  The argument seems sound in principle, but the question
mixture®® The question is whether a single mechanism for is whether hydrophobic hydration really has the “semicrys-
the hydrophobic interaction can account for all these talline” character proposed by Frank and Evans. To date,
behaviors, and if so, what is it? there is no good reason to suppose that it does, and some
We do not yet know how to answer either point. Part of evidence indicating that it does not. Reviewing the existing
the reason for that perhaps surprising ignorance may be thatdata on hydrophobic hydratietboth structural and thermo-
there has for some time existed an apparent explanation thatlynamic, and based on both experiment and computer
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simulation—Blokzijl and Engbert¥ concluded that there was
no reason to suppose that hydrogen bonding is enhanced in
the first hydration shell or that the favorable enthalpy of "&
/

hydrophobic hydration need be attributed to anything more

than normal van der Waals interactions between water and

a nonpolar solute. Moreover, they found no evidence that

hydration involved any enhancement in the ordering of water (
molecules around the solute; rather, the hydrogen-bonded

network seemed simply tmaintainits structure, in particular

by orienting water molecules such that the-B bonds are f

tangential to the solute surface. There is no inconsistency

between the occurrence of such orientational effects and the N . {
lack of any enhancement in structure, since we must bear in

mind that the hydrogen-bonded network introduces direc- \"'n.,.'

tional preferences in local water orientation even in the bulk. ety

The importance of attractive solutevater van der Waals  Figure 7. Backbone folded structure of an N-substituted glycine
interactions, relative to considerations of “water structure” nonamer peptoid in acetonitrile. The dashed green lines indicate
and waterwater interactionsl was emphasized by Ashbaugh hydrogen bpnds. Repr!nted Wlth permission from ref 61. Copyrlght
and Paulaiti¢? whose Monte Carlo simulations show that 2006 American Chemical Society.

although water densities in the first hydration shells of | )

clusters of methane molecules are greater than those of thdiologically relevant, whereas such solvents are not. As a
bulk, the corresponding density for hydrated hard spheresresult, we lack much basis for comparison in deciding how
(lacking any attractive interactions) of the same size as theMuch of water's behavior as a solvent for solvophobic

methane clusters decreases as the sphere’s radius increasBé'ticles is unique (and thus perhaps due to its three-
and ultimately falls below that of the bulk. dimensional hydrogen-bonded network) and how much is

generic to other, related liquids. Only when such questions
are answered can we expect to say much about water’'s
supposed centrality to life.

Evidently, however, there is nothing unique to water about
solvophobic aggregation in general: the existence of reverse
micelles in nonpolar solvents indicate as much. More
strikingly, Huang et af! have shown that non-natural
peptide-like molecules with N-linked rather than C-linked
side chains (N-substituted oligoglycines or “peptofgsivill
fold into well-defined secondary structures in acetonitrile in

Blokzijl and Engberts suggested that aggregation of
hydrophobes results not from Kauzmann’s entropic mech-
anism but from the increasing difficulty in accommodating
hydrophobes within the hydrogen-bonded network as their
concentration in solution increases: “hydrophobic interac-
tions”, they say, “are not so much a result of a structural
property of the hydrophobic hydration shell of apolar
compounds but rather reflect the limited capacity of liquid
water to accommodate the apolar solute and maintain its

original network of hydrogen bond4®From the perspective which the polar units (the carbonyl groups) are buried in

.Of whether there is an.yt.hmg s'peC|aI about water that the interior (Figure 7): one apparently does not need a strong
introduces a hydrophobic interaction, therefore, the messageq e of solvent structure in order for such packing to occur.
is mixed. Yes, the hydrogen-bonded network seems t0 bey iy e very interesting to explore the potential complexity
important, but not because it becomes more highly structured ¢y, ++,re” and function available to this and other non-
by hydrophobes; rather, it is because this network is disrupted

by too great an accumulation of cavities aqueous pseudoprotein chemistry.
y 9 : All the same, one can imagine there being scope for added

On the other hand, Luc&sand Leé**°have proposed that  subtlety in the interactions of a solvophobe and a structured
this disruption is not a function of the hydrogen-bonded splvent like water. Indeed, Hummer and co-workR&tsargue
network at all but stems merely from the small size of the that if cavity-opening fluctuations are the dominant factor
water molecules, which creates a high free-energy cost tojn hydrophobic hydration, water's unusual equation of state
opening up a cavity to accommodate a hydrophee  djstinguishes the nature of these effects from those that might

argument based on scaled-particle thédwyhich Stillingef? be anticipated in other liquidsthere is then something
first adapted to the case of hydration. Hummer, Pratt, and “special” about water.

their co-worker®%8 have argued that models based on the Byt how, if at all, does water structure manifest itself in

spontaneous formation of cavities through density fluctua- the hydration environment of hydrophobes? Obviously the
tions in liquid water can account quantitatively for the pest way to deduce the effect of a hydrophobic molecule
thermodynamics of small-hydrophobe solvati@n claim  placed within water’s network is to measure it directly; and
supported by MD simulation®.Yet Southall et af® assert  again neutron scattering is the ideal probe. But that is no
that neither water “Structl-,lre” nor the small-size eﬁ:_ec'.: can Simple matter' because archetypa' small hydrophobes such
by themselveslfully eXplaIn Seveljal of the characteristics of as methane and krypton are insufﬁcient'y Solub'e in water
the hydrophobic effect, such as its dependence on tempertg permit an easy detection of the hydration shells above
ature and on solute shape. the bulk water signal.

While all of these studies help to decouple the real puzzles Nonetheless, de Jong et®lused neutron scattering to
of the hydrophobic effect from comfortable but outdated deduce that methane molecules in water are surrounded by
explanations, there is a tendency in discussions of theabout 19 solvent molecules and that those in the first
hydrophobic interaction to regard waterthg liquid rather hydration shell are tangentially oriented. The structure of a
thana liquid: little comparison has been made with other hydrophobic hydration shell has been most aggressively
small-molecule liquids, both associated and simple, perhapspursued by Finney, Soper, and their co-workers. Filipponi
because of the notion that the hydrophobic effect is clearly et al® used EXAFS to show that krypton is hydrated by
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around 20 water molecules. This hydration structure was
barely altered by applying pressures of up to 1 Karis

not only throws into question some proposed explanations
for pressure-induced protein denaturation in terms of hydra-

tion changes but also cautions against too heavy a reliance

on computer simulations for evaluating hydration structure,
some of whickf predict significant pressure-induced changes
in the hydration shell of methane.

Molecular dynamics simulations of krypton in agueous
solutiorf”¢8show no sign of the clathrate-like hydration shells
invoked in the classic iceberg model. That is borne out
experimentally by Bowron et af?, who used EXAFS to
highlight the differences between the hydration shell of
krypton in solution and the clathrate cage of krypton in the
crystalline clathrate hydrate. The former is unambiguously
more disordered, and the tangential orientation of water
molecules found in the hydrate is not rigorously main-
tained in the liquid. Indeed, Finn&ypoints out that the
first-neighbor water structure in the hydration shell is all
but unchanged from that in bulk water: “water in this
environment still thinks it is liquid water”. And ab initio
MD simulations of the diffusion of small hydrophobes in
water—which is found experimentally to be anomalously
fast'—indicate that, far from being icelike, the hydration
shell is unusually dynamic and loo%.Even if the
Frank-Evans iceberg model is no longer interpreted too

Ball
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Figure 8. Hydrophobic attraction in the model of Lum et®l.
The hydrophobic surfaces are surrounded by a thin layer of vapor.

At some critical separatioD., there is a collective drying transition

in the space between the surfaces.

alcohol molecules are clustered into groups 683 Again,
here neutron scattering shows no evidence for structure
enhancement in the hydration shells of the nonpolar portions
of the methanol molecul€s.

What, thenjs the origin of this clustering effect? Dixit et
al.”” propose that it might indeed have an entropic origin,
but subtly so. They find that the hydration shells of the water
molecules themselves are slightly altered by the presence of
methanol (at a 1:19 concentration, most of the water
molecules lie within the hydration shell of at least one
methanol): the second hydration shell becomes slightly
compressed, and the correlations between second-neighbor

literally in any case, these results give direct cause to doubtwaters slightly sharpened, leading to a small reduction in
any such picture that places emphasis on enhanced “wate€ntropy. This small decrease in freedom of the water

structuring” around hydrophobes.

Another model small hydrophobe is benzene, since
aromatic groups are common in biological molecules. But
while phenyl groups are generally regarded as hydrophobic,
it has been known for some time that theelectron system
can act as a weak hydrogen-bond acceftoreating strong
orientational preferences in the bound water moleci€ke

converse is also possible: the lone pairs on the oxygen may

also interact favorably withr electrons. This balance appears
to be rather subtle, making it hard to generalize about how
aromatic groups are likely to be hydrated. Allesch et°al.
find in first-principles MD simulations of benzene and
hexafluorobenzene in water that both molecules act as
hydrophobes equatorially but that the axial hydration struc-
ture is very different: water molecules typically point toward
the ring hydrogen-first for benzene, but lone-pair-first for
hexafluorobenzene.

A particularly attractive minimal model for investigating
the role of hydration structure on hydrophobic interactions
in biological systems is provided by simple alcohols such
as methanol. Not only are they amphiphiles that mimic
“shrunken lipids”, but the juxtaposition of nonpolar groups

molecules could promote aggregation of the methanols.
“Perhaps it is here”, Finney et &conclude, “in thevater’s
secondshell rather than thalcohol’s first hydration shell,
that the entropic driving force for the hydrophobic interaction
is to be found”. If so, this is a small effect, and by no means
obvious, and of unproven generatitgo it might be argued
that explanations based on general factors such as cavity
formatior?®%8 have a stronger appeal, not least because they
are more intuitive. But in any event, these direct structural
probes seem to have diminished any argument for the classic
“enhanced structuring” model of the hydrophobic interaction
along the lines defined by Kauzmann.

2.4. Large Hydrophobic Solutes and Surfaces

Although small hydrophobic species can be accommodated
in the hydrogen-bonded network of liquid water without
much perturbation of the network, large hydrophobes, for
example the hydrophobic surfaces of proteins, are another
matter. An attractive interaction evidently exists between
such species too, being responsible for protein folding
and aggregation. Does this have the same origin as the
force that causes small hydrophobes to cluster? That is not

and polar, hydrogen-bonding groups shares to that extent thepbvious.

character of a typical portion of a protein’s peptide chain.
Moreover, they provide an opportunity to study hydrophobic
hydration without the problems of low solubility. Dixit et
al.’® find that a concentrated solution of methanol (7:3
methanol/water ratio) is imperfectly mixed and highly
structured: water clusters bridge hydroxyl groups on the
alcohol to form hydrogen-bonded chains that thread through
a “fluid” of methyl groups. Most of the water molecules,
however, cluster into groups of-20, in which their local
structure is surprisingly bulklike, again challenging any idea
of iceberg-like ordering. The segregation of methanol and
water even persists at high dilution of the alcofoin a
1:19 mixture of water and methanol, more than 80% of the

Close to an extended hydrophobic surface, it is geo-
metrically impossible for the network to maintain its integrity.
It has been proposed that this can even lead to “drying” of
the interfac&—the formation of a very thin layer of vapor
separating the liquid from the surface. In a highly stimulating
contribution, Lum, Chandler, and Weeks (LC¥Argue that
this difference between small and large hydrophobes should
lead to qualitatively different behavior, with a crossover
length scale somewhere in the region of 1-nabout the
van der Waals diameter of ahelix. This idea derives from
the notion, proposed by Wallgvist and Befi¢hat when
two hydrophobic surfaces come in close proximity, water
can withdraw from between them (Figure 8) and that the
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resulting imbalance in pressure would cause the two surfacesuppress the dewetting. Is melittin a rarity, even a unique
to attract. In effect, the confined water undergoes “capillary case, or might other proteins also exhibit dewetting? Berne’s
evaporation”. This kind of drying transition has been seen group has performed a survey of the protein data bank to
in simulations of hydrophobic plates in water when the search for other structures that might show similar beh&ior.
separation between them falls to just a few molecular They find that dewetting is indeed rather rare but does happen
layers8-83 in several other cases: they identify two two-domain
Simulations of hard-sphere solvation by Rajamani &2 al. Proteins, six dimers, and three tetramers that behave this way.
support the LCW picture, indicating that the thermodynamics It Seems that any significant number of polar residues in the
of hydration is entropically controlied for small hydrophobes hydrophobic core (which is common) is generally enough
but ‘enthalpic for larger ones. This is precisely what one 0 Suppress dewetting. Using the same tools, Berne’s group
would expect if the former case depends on density fluctua- finds preliminary evidence that dewetting may also some-
tions and cavity formation while the latter involves the tmes play a role in ligand binding.
formation of a liquid-vapor interface and thus introduces These results suggest that even if the LCW mechanism
the surface tension into the hydration Gibbs energy. This can operate in the collapse of some proteins, nonetheless it
crossover of hydration mechanisms is accompanied by ais extremely sensitive both to the precise chemical nature of
change in the variation of hydration Gibbs enery@ with the protein domains involved and perhaps to the geometry
solute size: AG is a linear function of solute volume for  of association: melittin subunit association forms a tubelike
small sizes but becomes closer to being proportional to soluteenclosed space, whereas that for BphC is slablike.

surface area for larger sizes. Rajamani et al. find that the  Choudhury and Pettitt have attempted to clarify these
crossover occurs for hard-sphere solute radii of the order ofissues by returning to the case of two planar, nanoscopic
a few angstroms under ambient conditions but that this size hydrophobic plate& They find® that the existence or
scale can be “tuned” either by altering thermodynamic absence of a wetting layer between the plates at separations
parameters (for example, placing the water under negativeof less than about 1 nm depends on a fine balance between
pressure) or by adding other solutes. Ethanol, for example,the plate-water interaction energy, the hydrogen-bonding
decreases the crossover length scale to molecular dimensionssnergy, and the plate size. For example, graphite-like plates
Ashbaugh and Pré&ttshow that this picture of a crossover measuring 11x 12 A? undergo a steric dewetting transition
from entropically to enthalpically dominated hydrophobic for separation below about 6.8 A for a Lennard-Jones
hydration as a function of particle size can be rationalized interaction potential, but dewetting occurs at about 10 A for
by applying scaled-particle thedfyto a thermodynamic  a purely repulsive platewater interaction. This LCW-like
analysis of cavity formation. behavior vanishes, however, if the plates are smaller.

But does hydrophobic collapse induced by cooperative  This finding seems consistent with the view provided by
dewetting really play any role in the association of hydro- density functional calculations on confined simple liguids,
phobic macromolecules, for example, in protein folding and which show that, although unfavorable liguidurface
aggregation? Here the picture remains unclear, although itintermolecular interactions (relative to liquitiquid interac-
seems fair to say that the LCW model looks increasingly tions) can counteract the usual enhancement of liquid density
unlikely to provide a general description of macromolecular close to a wall owing to packing effects, and can even lead
hydrophobic interactions. Simulations by ten Wolde and to a depletion in average density here, it takes a rather
Chandlet* suggest that a hydrophobic polymer acquires a extreme set of interaction parameters to induce capillary
compact conformation in water via a process resembling a evaporation in the manner of the LCW model. In other
first-order phase transition in which the rate-limiting step is words, the bulk liquie-solid contact angle has to be very
the nucleation of a sufficiently large vapor bubbtbe low, and it is far from clear that water in contact with a
classical mechanism of heterogeneous nucleation. But simu-typical hydrophobic surface (an alkyl-covered surface, say,
lations of protein folding show a more complex situation. let alone the hydrophobic surface of a protein) represents
Berne’s group found that collapse of the two-domain enzyme such an extreme case. Choudhury and Pettitt chtiuat
BphC, which breaks down polychlorinated biphenyls, showed in general, “chemically reasonable” estimates of the plate
no sign of a sharp dewetting transition as the domains camewater interaction strength lead to a microscopically wet state
together® Here the drying seen between hydrophobic pfates and not to plate association triggered by a dewetting
seems to be suppressed by attractive interactions betweetransition. That conclusion is supported by MD simulations
the protein and water: dewetting was recovered when theof Bresme and Wynveen, who have studied the effect on
electrostatic proteinwater forces were turned off and was interactions between two hydrophobic solutes of varying their
stronger still in the absence of attractive van der Waals forces.polarizability®? The solute polarizability has a strong influ-
Thus, it seems that the inevitable presence of such interac-ence on the water contact angle, and a drying transition
tions in proteins complicates the simple picture obtained from occurs only for rather extreme conditions (outside the range
hydrophobic surfaces. Consistent with this view, MacCullum of permittivities typical for proteins) in which the contact
et al. found that simulations of the dimeric association of angle is close to 180 Otherwise a fluid layer remains
both polyalanine and polyleucine §fand L) o-helices between the solute surfaces, albeit with a density significantly
showed no dewetting between the chains until it was inducedlower than that of the bulk liquid. This situation is neverthe-
sterically by a mere insufficiency of space for a water l|ess associated with strong hydrophobic forces, showing that
monolayer® complete drying is not essential to promote an attractive

On the other hand, Berne’s group found a first-order-like Interaction.
dewetting transition in simulations of the association of the  This perspective leads to the more general question of how
melittin tetramer, a small polypeptide found in honeybee water behaves and is structured close singlehydrophobic
venom?®’ But single mutations of three hydrophobic isoleu- surface. Although, as Choudhury and Pettitt point But,
cine residues to less hydrophobic ones were sufficient to drying in the interplate region may be a cooperative
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phenomenon and thus does not necessarily demand dryinghould be wary here of attributing anything “special” to
of the isolated surfaces themselves, nonetheless the naturgvater.
of the interface between water and a hydrophobic surface is  How water dynamics might be affected within a hydro-
the precondition, one might say, for any discussion of pnopic depletion layer is another matter, which has received
potential dewetting by confinement. Moreover, this question |ittle attention. Dokter et a% found that nanodroplets in
is central to the more general and much-disputed issue ofreverse micelles, where the interface is not hydrophobic but
the hydrophobic hydration of proteins. is thought nonetheless to have decreased hydrogen bonding,
Experiments have tended to give a rather confused andhave slow orientational dynamics and relatively immobile
contradictory picture of this situatidi although a consensus ~ water molecules in the interfacial layer. Jensen et al. also
now seems to be emerging. X-ray reflectivity measure- found retarded dynamics in simulations of water next to a
ment§4-% suggest that, although there is a depletion in liquid hydrophobic surfac&* As we will see below, a significant
density adjacent to alkane monolayers, it is far less pro- change in rotational dynamics in this region could have
nounced than what would be observed for complete drying implications for the hydrophobic interaction itself.

and happens only within a few molecular diameters of the  Any change in the nature of “water structure” close to a
surface. Measurements of water density adjacent to ahydrophobic surface can be expected to alter its solvating
crystalline paraffin monolayer floating on the surface of water characteristics, leading to the possibility of segregation of
suggest that the depletion region extends about 1.5 nm intosmall solutes such as ions at or away from such interf€ées.
the liquid phase and that it corresponds to a deficit of about But it seems likely that this view is putting the cart before
one water molecule for every 280 A? of the paraffin  the horse. There is now strong evidence that some ions do
surface’® On the other hand, MD simulations in the same indeed segregate preferentially at, or away from, the- air
study indicated the formation of a very thin (about 1 A) layer water interfacé®-112 Yet this is not because the water is
of “vacuum” between the water phase and the surface “different” there, but because there is an intrinsic thermo-
something beyond the resolution of the experiment itself. dynamic driving force for this segregation, and if anything
This latter result might be considered broadly consistent with we might expect an excess of ions to alter the properties of
the simulations of Pertsin et &f.which indicated only a  the solvent rather than vice versa. Since one might expect
very small reduction in water density close to an alkylated the interface of water with a hydrophobic surface to mimic
surface. Other MD simulations suggest that, contrary to what in many respects that with air, this inhomogeneity of solutes
would be expected in the presence of a vapor-like film, there at a surface could have significant implications for the
is significant penetration of water molecules into a layer of solvation of proteins, as we will see below.

tetheredn-Cyg chains?® The same applies to the finding that hydronium ions seem
A more recent high-resolution X-ray reflectivity sttly  to have a preference for the water surf&e!18 This result,
corroborates the existence of a “hydrophobic gap” for a which was predicted theoreticallyj'**11%and confirmed by
monolayer ofn-Cis chains on silica but suggests that it thermodynamic analysid!by surface spectroscopif116:117
extends no further than-16 A from the surface and thatit  and by deuterium exchange at the surface of ice nanocrys-

corresponds to an integrated density deficit dfA.g cn3. tals8 apparently has a rather different origin from the
Similarly, Poynor et aff find a density deficit of more than  surface segregation of other iong® may form three donor
40% extending about-24 A from the surface. hydrogen bonds to neighboring water molecules, but because

In contrast, some neutron reflectivity studies of the water Most of the positive charge resides on the oxygen atom, it
density adjacent to a self-assembled monolayer of alkyl- ¢&n no longer act as a good hydrogen-bond acceptor. Indeed,
thiols®1% have apparently indicated a density depletion this makes the oxygen SOmeWha}tlshydrophobm, so that
extending for several nanometers. But recent results makelydronium acts as an amphiphifé:''°Both that and the
this now seem unlikely. Doshi et # found a reduced reduced hydrogen-bond capacity encourage the surface
density extending only 1 nm or less from the surface, the @ccumulation of hydronium, onentgd with the oxygen atom
distance depending on the amount and chemical nature ofoUtermost. It has been estimat&d'8that this effect shifts
dissolved gases (see below; at this stage the influence ofth® Surface pH of pure water to around 4.8 or less (although
dissolved gases is by no means cletire smaller hydro- the applicability of this bulk parameter on a localized scale

: [ t entirely clear). As much the same behavior might be
phobic gap reported by Mezger et®alas unaffected by a 'S NO , e ben
wide range of such gases). And Maccarini et al. report a e_xpg(_:ted at hydro_phoblc s_urfaces, this f|nd|n_g could have
depletion layer of no more than about 2\%. significant implications for biomolecular hydration that have

. . . . yet to be investigated; for example, one might expect to see
From a theoretical perspective, even if hydrophobic y g b g P

. e . a shift in the dissociation of protonatable residues close to
surfaces do not induce anything like complete drying, the hydrophobic patches and perhaps even a stabilization of

existence of a depletion layer extending over distances of yyqrophobic species by a kind of surfactant behavior of
2—5 nm would be very perplexing, since there is no obvious hydronium.

physical interaction in the system that could introduce such
a length scale. That recent results seem to be converging o
a depletion layer with a thickness of the same order of the
water molecule itself is therefore reassuring.

It is important to know whether similar effects are seen  The coexistence of ions and hydrophobes in aqueous
for other liquids so that one might elucidate the role (if any) solution has some puzzling consequences. Hofmeister noted
of water’s hydrogen-bonded network. Maccarini et’ado in 1888 that some salts tend to precipitate albumin from
find that depletion layers of a similar order, that is, just a solution (salting-out), whereas others enhance its solubility
few angstroms thick, appear to be present at the interface of(salting-in)*1°120The Hofmeister series ranks ions in order
hydrophilic surfaces and nonpolar liquids, showing that we of their “salting-out” tendency for proteins:

'2.5. The Influence of lons: Structure-Making and
Structure-Breaking
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H,PO,” > SO” >F >CI” >Br > (chaotropes), meanwhile, are more hydrogen-bonded. Thus,
_ _ the peculiarity of water, whereby enhanced ordering of the
NO; > 1 >Clo, > SCN hydrogen-bonded network leads to a decrease in density,
seems to have introduced further confusion even about what
Mg?" > Li" > Na" ~ K" > NH," “structure-making” and “structure-breaking” imply. One has
to concur with Frank&! who says that “much has been

Similar sequences are observed for the solubility of am- Written about structure-making and structure-breaking, and
phiphiles. much of it is misleading.”

The traditional explanation for the Hofmeister series The fact is that all of the conceptual scaffolding of
introduces another of the tenacious myths of hydration: the “structure-making” and “structure-breaking” has been erected
concept of “structure-making” and “structure-breaking” ions. Without any real evidence from experimental studies of the
The basic idea is that large, low-charge ions such antl structure of electrolyte solutions that significant changes to
NH,4* disrupt “water structure*they are structure-breakers  the bulk hydrogen-bonded network of water really do occur.
whereas small or highly charged ions such asafd Mg~ Indeed, as we saw in section 2.2, the avall_able evidence is
are structure-makers, imposing order on the hydrogen-bonded© the contrary: simple ions seem to have little or no effect
network. Then salting-out and salting-in of proteins are ©n “water structure”, at least beyond the first hydration shell.
explained on the basis of entropic changes induced in their So instead of trying to understand the Hofmeister series
hydration shells by the addition of ions or of a reduction in on the basis of “global” changes in solvent structure induced
the strength of hydrogen bonding of water molecules by ionic solutes, it seems far more logical to consider the
complexed to dissolved ions. The classical hypothesis is thateffects that these ions have on the local hydration of protein
salting-out arises from a competition for solvation between residues or other hydrophobes. The fact is that ions do not,
the salt and the protein, in which an ion’s ability to sequester in general, simply disperse homogeneously throughout the
waters of solvation is somehow connected to its effect on solution so as to create a kind of “mean-field” solvent for
water structure. Thus, the structure-making effect of small other large solutes such as macromolecules; rather, as noted
or highly charged ions depletes proteins of hydration water above, many ions tend to segregate preferentially at either
and causes precipitation. hydrophilic or hydrophobic surfacé%112123|t now seems

Yet there is little consensusndeed, sometimes outright  likely that Hofmeister effects must be understood in terms
contradictior—about what structure-making and -breaking Of these specific and often rather subtle interactions between
actually entails. For example, one suggestion holds thations and proteins or other biomolecules.
although an ion always induces ordering of the water For example, although the ability of so-called chaotropic
molecules in its first hydration shell, because of the tendency anions to inactivate enzymes has been rationalized on the
for the molecules to orient themselves either oxygen-first or basis of their tendency to disrupt water structure and, in
hydrogen-first, subsequent layers in the hydration sphere mayconsequence, enzyme structure, Ninham and co-wétké&is
become more or less ordered as a result, depending on théiave shown that the effect of adding sodium salts of various
commensurability with the hydrogen-bonded network. More- anions to buffer solutions of lipase enzyme is to alter the
over, although some interpret “structure-making” as an enzymatic activity systematically in a manner that cannot
enhancement in the ordering of the hydrogen-bonded net-be explained this way but, rather, according to the specific
work, Frank$?! insists that the local structure enforced by interactions of the anions with the enzyme surface. And
small and/or highly charged ions is not commensurate with Sachs and Woolt® found that large anions seem to pene-
the tetrahedral pattern of bulk water and so may disrupt that. trate deeply into lipid bilayers, becoming partially stripped

Such ideas have been extended to produce “two-state”of their hydration shells as they do so. Thus, whereas chloride
models of liquid water in which different solutes are ions penetrate to within 17.5 A of the center of palmitoyl-
classified in terms of their ability to enhance or degrade the oleoylphosphatidylcholine bilayers, anions with a van der
short-range order in the liquid: they are called either Waals radius 37.5% greater reach to within 12.5 A of the
kosmotropes or chaotropes, respectively. Kosmotropes, bycenter. This can help to explain how membrane structure
increasing the local order, render the water more icelike, with might be disrupted by different ions again without any need
a consequent decrease in its ability to dissolve electrolytes.to invoke “chaotropic” disruption of the general water
Chaotropes promote a denser, more “liquid-like” water structure in the hydration of the lipid head groups.

structure. Thus, chaotropes and kosmotropes may set up So far as the original Hofmeister effeethe ion-specific
gradients in chemical potential and solute concentration: achanges in solubility of proteirsis concerned, the phenom-
hypothesis that has been advanced to account for a range oénon is now generally interpreted in terms of the tendency
cell functions extending well beyond the original Hofmeister of ions of different size and charge to modify the hydro-
effectsi® phobic interaction. Direct probing of the effect of ions on
Monte Carlo simulations using a simple two-dimensional hydration structure of organic solutes has been conducted
model of ion hydration, in which water molecules are only for simple model systems such as alcohols, using
represented as disks interacting via a Lennard-Jones potentiaheutron scattering?’” 12° These, as indicated previously, are
on which directional hydrogen-bonding interactions are model amphiphiles, in which the polar hydroxy group can
superimposed, present an opposite pictédd@hat is to say, engage in hydrogen bonding while the nonpolar alkyl tail
small ions with high charge densities act as kosmotropes models the hydrophobic residues of a protein. Adding sodium
insofar as they enhance the first peak of the +dfat this chloride to solutions of-butyl alcohol alters the hydration
increase in density, although in some sense representing aenvironment of the alcohol molecules due to a direct
enhancement the local liquid structure, is produced by the interaction with chloride ions. At the concentrations studied
stronger electrostatic interactions, at the cosbdaking (alcohol/water ratios of 1:50), in the absence of salt the
hydrogen bonds. The hydration environments of large ions alcohol molecules engage in “head-to-head” contacts between
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CHy  HL\ - OHE /CH3 subsurface layer, where there is an enhanced concentration
Ho—c— M | ~Cc—oH £ 1 ¢~ C—OH~ CI"-HO oM of cations.
cH ﬁ}c/ f{}c/ CH, Zangi et al. have considered what the analogous partition-
3

ing of ions at the surfaces of nanoscale hydrophobic plates
might do to the hydrophobic interaction between tHém.
i o Again, changes in the strength of this interaction appear to
the nonpolart-butyl regions: a classic instance of hydro- g related to adsorption or exclusion of ions at the interface.
phobic clusterm_g. But for NaCI/wate_zr ratios of 1:100, about High-q ions are once again excluded (Figure 10b), but the
half of the chloride ions form salt bridges between the polar ¢onsequent salting-out is here identified as an entropic effect
OH groups of two alcohol moIecuIes.lThe_other chlorides (gjated to the formation of tight iophydration complexes
remain fully hydrated, as do the sodium ions. (Although g thys a decrease in configurational entropy of all of the
many of the cations lie close to the nonpolar regions of the gpecies in solution. Mediumions induce salting-in because
alcohol molecules, they do not significantly perturb the o 5 gifferent entropic effect: they are adsorbed by the plates,
hydration structures here: there is no sign of any generalized, g their expulsion into solution when the plates associate
structure-making or structure-breaking in the alcohol hydra- |g44s to a reduction in water entropy owing to the formation
tion layer caused by sodium.) Thus, the interactions of uf hygration complexes. But low-charge-density ions cause
alcohol molecules change dramatically: from nonpelar  gqting-in enthalpically, since they bind to the surfaces and
nonpolar to polar-polar, bridged by chloride (Figure 9). This, |5\yer the surface tension of the plateater interface, a
of course, exposes the hydrophobic regions to the solvent,jechanism analogous to the surface stabilization of large
and it would be expected to make the alcohol less favorably aggregates of small hydrophobic particlésThese results
disposed to the aqueous environment. imply that Hofmeister effects may have a different origin,
Zangi and Berne have considered the more generalang thus a different character, for small and large hydro-
question of how in ions interact with small hydrophobic phopic particles: whereas in the former case there is an
particles!®° In simulations of hydrophobic Lennard-Jones ncrease in hydrophobic aggregation for both higland
particles of di_ameter 0.5 nm, th_ey found_that i_ons with high low-g but not mediung ions (except at high concentrations),
charge densityd) produce salting-out, inducing stronger or hydrophobic plates the relationship is monotonic, with
hydrophobic interactions that promote particle aggregation. 5p increasing tendency toward salting-in as the ion charge
But low-q ions could have either a salting-out or a salting- gensjty decreases. But in both cases the mechanism is
in effect, depending on their concentration (low or high, gomewhat subtle and dependent on the direct-foydro-

respectively). These effects were related to preferential pope interaction, and need not (indeed, should not) invoke
absorption or exclusion of the ions at the particle surfaces, tne deus ex machina of “water structure”.

but not in any simple, monotonic fashion. Highens tended
to be depleted at the surface of the hydrophobic particle 2.6. Long-Range Hydrophobic Interactions and
clusters, but are tightly bound to water elsewhere, thereby
. : the Role of Bubbles

decreasing the number of water molecules available for
solvating the particles. LowHons are absorbed preferentially As though this picture were not complicated enough, there
at the particle surfaces, and at high ionic concentrations thisseems to be a further type of hydrophobic interaction. In
can lead to salting-in in a subtle way: the hydrophobic the early 1980s, measurements using the surface-force
particles form clusters surrounded by ions, a micelle-like apparatus (SFA) revealed that there is an attractive interaction
arrangement that keeps the aggregates stably dispersetietween hydrophobic surfaces that seems to extend over very
(Figure 10a). At lower concentrations, the ions are unable long distances, exceeding the range of the normal hydro-
to solubilize aggregates in this way but can nonetheless still phobic interactiort®313* This puzzling observation was
act as pseudosurfactants that stabilize the interface formedanticipated by the measurements of Blake and Kitchener in
on phase separation and precipitation of large aggregatesl97213°who inferred the action of such a force by looking
(salting-out). Such a concentration-dependent switch from at the rupture of a water film at a hydrophobic surface as it
an enhancement to a reduction of hydrophobic associationwas approached by an air bubble. This attraction is measur-
of t-butyl alcohol in agueous solution induced by urea has able even at separations of about 300-+saveral thousand
been observed in NMR studié®, and Zangi and Berne  molecular diameter$® What could be the source of such a
suggest that this polar molecule may be acting in the samelong-ranged interaction? Speculations that it might be con-
manner as a lovg-ion. nected to some kind of extreme ordering or structuring of

The interaction of ions and protein molecules is, however, liquid water between the two surfaé&ever quite shrugged
perhaps often better viewed as comparable to that betweeroff an air of implausibility. It has suggested that correlated
the electrolyte and surface As noted, a hydrophobic surface charge or dipole fluctuations on the two surfaces might lead
might be expected to induce effects similar to those of the to a long-ranged electrostatic interaction, in a manner that
air—water interface, particularly if there is water depletion, makes no direct appeal to water structure pef3%@?0
or indeed complete drying, at the interface as suggestedRecently, Despa and Beffy have refined this perspective
above. Traditionally, ions have been considered to be by considering the effects of the apparent orientational
excluded from the airwater interface because electrolytes ordering of water molecules at hydrophobic surfa&t$and
increase surface tension. But recent studies show that thehe concomitant retardation of relaxation dynami@hey
picture is not so simpl&?5112 For example, Jungwirth and  suggest that the resulting slow reorientation of water dipoles
co-workerd®8.19%find that although this picture may hold for  at the surface will give rise to strong coupling and correla-
hard (nonpolarizable) ions such as sodium and fluoride, largetions between them, creating a polarization field that will
soft ions such as iodide (and to a lesser extent, bromide andnduce a dipole at the hydrophobic surface. In this view, that
chloride) may accumulate preferentially at the surface. At the long-range attraction between two such surfaces is thus
the same time, these latter ions seem to be depleted in theelectrostatic, arising from induced dipeldipole interactions.

Figure 9. Chloride bridging oft-butyl alcohol in solution.
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d=0.41 nm d=0.96 nm d=1.44 nm

Figure 10. (a) Distribution of ions around hydrophobic (Lennard-Jones) particles in water. The hydrophobes are yellow, positive ions are
red, and negative ions are blue. Lapions (left) are adsorbed preferentially at the particle surfaces, leading to micelle-like clusters of
hydrophobic particles surrounded by ions, which prevents further aggregation and precipitation.itighright) tend to be depleted at

the particle surfaces, which again leads to the formation of clusters. In the intermgdiase- (center) there is neither adsorption nor
depletion, and the hydrophobes remain individually dispersed. Reprinted with permission from ref 130. Copyright 2006 American Chemical
Society. (b) The distribution of high-(]g] = 1.00 €) ions around hydrophobic (LJ) plates at varying plate separatioi$ie ions are
preferentially excluded at the surfaces and in the intervening water film, which retreats in a drying transition atdaroun@6 nm.
Reprinted with permission from ref 132. Copyright 2007 American Chemical Society.

Interestingly, Despa and Berry suggest that the orientationalruptured by the high pressures that would be inferred if they
ordering of water at a hydrophobic surface provides a were assumed to be spherical with a radius equal to the jump-
vindication of Frank and Evans’ ‘“iceberg” modeta to-contact distance as the surface is approached by another
contrast with what Blokzijl and Engbeffsconcluded from hydrophobic object. More recently, such bubbles were seen
the same basic observation, indicating how little consensusalso by Simonsen et &7 and Zhang et a*® using the AFM.
there is about what precisely is implied by “water structure” The latter report flat gas bubbles about& nm thick and
in this context. 4 um across that remain stable at such a hydrophobic
An alternative explanation for the long-range hydrophobic interface for over 1 h. But the bubbles form only when a
attraction invokes the formation of submicroscopic bubbles particular protocol is followed for introducing the gas layer
between the surfaces, whereupon the meniscus pulls them(carbon dioxide): in other words, the presence of the gas
togethert¢:143Such bubbles are hard to visualize direetly ~ phase depends on the previous history of the interface.
they would be too small to be seen in optical microscepy A possible objection remains, however, that the bubbles
and moreover it was not clear how the highly curved imaged this way might be nucleated by the AFM probe tip
interfaces could be viable, since they would generate a highitself, rather than pre-existing. Doshi et'&l.argue that a
internal gas pressure (via the Laplace equation) that shoulddynamically fluctuating water density depletion owing to (or
lead to bubble dissolution. at any rate enhanced by) the adsorption of dissolved gases
Nonetheless, there is now some evidence that such bubblesit a hydrophobic surfa¢® could act to help nucleate bubbles
may be formed. Using high-resolution optical microscopy, heterogeneously when two such surfaces are brought to-
Carambassis et &4 saw bubbles aboutAm in diameter in gether, as suggested in ref 99, rather than there being any
water in contact with a glass surface coated with fluorinated stable bubbles already present at such surfaces.
alkylsilanes. They observed jumps to contact between the Thus, it has been proposed that there may be distinct
surface and a similarly coated glass microsphere as it wasregimes for the interaction between hydrophobic surfaces:
brought toward the surface on the tip of an atomic force a long-ranged attraction created by bridging bubbles (either
microscope (AFM). These jumps occurred at different pre-existing or nucleated as the surfaces come together) and
separationstypically 20—200 nm—in different experimental ~ a medium-ranged interaction felt at separations of less than
runs, suggesting the abrupt appearance of bubbles of variou20 nm or so where the attraction is of the same type as that
sizes. Tyrrell and Attard>“6have also imaged submicro- involved in protein aggregation and foldingvhatever that
scopic bubbles, about 100 nm in radius and flattened againstmight entail. If the latter is due (at least for nanometer length
the surface, in AFM studies of hydrophobic surfaces in water. scales) to the capillary-evaporation mechanism of Lum et
This flattening might explain why the bubbles are not al.& any such distinction is at risk of becoming blurred: the
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cationic head groups of DODAB against the negatively
charged mica surfaeegiving rise to an electrostatic attrac-
tion. In this picture, then, there is no real “hydrophobic
interaction” at all: the long range of the attraction is due
simply to the Coulombic force.

Bubble coalescence should be influenced by a long-ranged
interaction between hydrophobic surfaces. It appears to be
suppressed by iort8? but in a selective manner: certain com-
binations of anions and cations have this effect, whereas
others do not® This is deeply perplexing, and there is no
known explanation for it. Since salts in general decrease the
surface tension of water, they would be expected to reduce
coalescence; indeed, this has been proposed as the explana-
tion for the foaminess of seawater relative to pure water.
But the fact that some electrolytes apparently do not have
this effect is truly strange. Craig et ®P suggested that
coalescence might be somehow mediated by the long-ranged
hydrophobic attraction, which salts might modify in an ion-
Figure 11. Patchy structure of surfactant films on mica, as revealed speqfu; way rela’.[ed to Hofmesister effec’_[s. Butif this atirac-
by AFM (a), has been explained in terms of the delamination and tion is itself to arise from bubble formation or coalescence,
folding over of the monolayer to form bilayers separated by bare then the argument becomes circular, and one might instead
mica (b). (a) Reprinted with permission from ref 157. Copyright elect to invert the argument and explain the reduction of the
2005 National Academy of Sciences. long-ranged attraction in the presence of salts such as KBr

) ) ) . and MgSQ by the salt effect on bubble coalesceAtes?
force is then “bubble-driven” in both cases. But it is The phenomenon provides another reminder of how poorly
important to maintain the distinction between “bubble ynderstood the influence of salts is on water structure and
formation” induced by the solvent's liquieas equilibrium behavior. Nonetheless, Craig et #l.propose that this
(cavitation/drying/capillary evaporation) and that induced by syppression of bubble coalescence might be physiologically
dissolved gas. It is strictly the latter that has been proposedysefyl, in that the coincidence of the salt concentration for
as a mechanism for the long-ranged hydrophobic interaction. maximum suppression and the concentration in blood sug-

If bridging bubbles are truly responsible for the long- gests a role in the avoidance of decompression sickness.
ranged interaction, one would then expect the removal of

dissolve_d gas frc_)m the liquid to influence the effect. 97 Hydrophilic Surfaces
Degassing does indeed seem to decrease the range and
magnitude of the attractiét?1°2 and, consistent with that We must note with some resignation that the interactions
effect, to increase nanoparticle adsorption on surfatasd between two hydrophilic surfaces are equally mired in
to enhance the stability of colloith$-*>5—although it is hard uncertainties and controversy. Measurements with the SFA
to differentiate between bulk and surface effects Agte. have suggested that there is a monotonically repulsive
Doshi et all®! found that removal of dissolved gases interactions between such surfaé®s!% But van der Waals
decreased the width of the depletion layer observed by interaction between surfaces would be attractive, and so once
neutron reflectivity, which could make the nucleation of again “structuring effects” unique to water are among the
bubbles less likely. None of this is inconsistent with the explanations proposed to account for the differefiees®
observation of Meyer et athat, although deaeration altered Israelachvili and Wennersto dispute that ide#? arguing
the force curves between two hydrophobic surfaces in thethat in fact the hydration force between two hydrophilic
SFA for separations greater than about 25 nm, the short-surfaces is indeed either attractive or, because of the layering
ranged “jump-in” behavior was essentially identical for effects experienced by any liquid close to a sufficiently
aerated and partially deaerated solutieaspporting the idea  smooth solid surface, oscillatory. They suggest that the steep
that there are indeed two distinct attractive hydrophobic repulsion often measured between hydrophilic particles and
mechanisms involved. It is only fair to conclude, however, surfaces at small separations is instead due to the charac-
that we are still not sure how either of them operates. teristics of the surfaces themselves, for example, an entropic
Indeed, Meyer et df7158have proposed that the principal effect caused by increasing confinement of mobile surface
source of the long-ranged hydrophobic interaction may have groups such as silicic acid protrusions on the surface of silica,
yet another origin. This force has generally been observedor the constraints imposed on the fluctuations of bilayer
to operate between two surfaces rendered hydrophobic bymembranes. “As a suspending medium”, they argue, “water
monolayer coatings of surfactants: in the SFA, these films should be seen as an ordinary liquid®.
are typically adsorbed onto sheets of mica. AFM images of  In the cell, this situation is commonly encountered when
a mica surface coated with the cationic surfactant dimeth- two bilayer membranes come into close proximity, sand-
yldioctadecylammonium bromide (DODAB), however, show wiching a layer of water between the sheets of hydrophilic
that once immersed in water, the monolayer becomes patchyhead groups. A repulsive force is indeed experienced by the
on a scale of about 100 nm. The film delaminates and forms bilayers when they are-13 nm apart’®'"* Whatever its
bilayer patches separated by bare mica (Figure 11). Meyerorigin, this force is clearly of fundamental importance to the
et al. argue that as the two surfaces are brought togethermembrane dynamics. Simulations suggest that water mol-
bilayer patches will migrate by a rolling mechanism to bring ecules within 1 nm of the bilayer surface might have
them opposite bare patches on the opposing surface. Thissnhanced orientational ord€?;*”*and Cheng et &f’* have
places regions of opposite charge facing one anettier confirmed this picture experimentally by using coherent anti-

a
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free-energy costs of displacing bound water) could be
profound, indeed rather fearsomely so.

g Moreover, molecular crowding means that diffusion rates
are considerably lowertypically by a factor of 3-8 in the
mitochondrion and endoplasmic reticuldrtihan in the bulk.
NMR studies suggest that in fact confinement of water even
within spaces several hundreds of nanometers wide can lower
the molecular mobility of water significantly below that of

Q.D Q'O Q.O the bulk!’®whereas force-microscopy experiments reveal that
water confined between two hydrophilic surfaces less than
O-f about 2 nm apart has a viscosity several orders of magnitude
greater than that of the bulk, apparently owing to greater
0.0 tetrahedral “ordering” of the liquid and (in this case) a large

number of hydrogen bonds to the surfat®s8° There is
evidencé® that crowding in the cytoplasm may make water
molecular motions subdiffusive: the typical timefor a

molecule to travel a distandescales not as the Brownidn

~ 12 put ast ~ 1% whereo = 0.74. This means that
molecules take longer to reach their “target” but then stay
in its vicinity for longer.

It seems nature may put this crowding to good effect:
Figure 12. Orientational ordering of water molecules between lipid since processes that reduce the crush are entropically
bilayers, as proposed in ref 174. favorable, both the native stability and the refolding rate of

) ) globular proteins seem to be enhanced in a crowded
Stokes Raman scattering (CARS) microscopy to study water gpyyironment relative to dilute solutioA® In addition, some

at lipid bilayer surfaces. They foun(_j that thgse sgpe_rficial protein functions may be optimized to the dynamics of the
water molecules are preferentially oriented with their dipoles rowded environment in which they will operafé.

opposed to those of the lipids (Figure 12) and that they are
more weakly hydrogen-bonded than in the bulk. It is tempting
to conclude that in this instance water is not such an

‘ordinary” solvent after all. But one should not leap too far relatively long-lived clusters. Small-angle X-ray and neutron
with that inference. No one should expect water adjacent to scattering shows that lysozyme forms clusters of abetts

a surface to be bulklike: even simple liquids are layered in olecules at volume fractions of between 0.05 andi#.2
that circumstance by packing effects, and indeed models that"! . . ' e
whereas light scattering from concentrated solution of

include laterally ordered surfaces predict such lateral ordering bacterial lumazine synthase reveals metastable clusters with
A 175 o P
of the liquid too!’> Both densification induced by molecular lifetimes of around 10 s and a mean radius of about 350 nm

packing and the lateral ordering due to surface strueture Lo AR
universal effects expected for any liquigvould be expected (the individual molecules are about 15.6 nm in diamée¥@r).

to disrupt the hydrogen bonding in the water layer. So here If water in the cell is evidentiynot like bulk water, the

as elsewhere, before concluding that a change in “waterguestion that remains unanswered is whether those differ-
structure” is a consequence of its unique hydrogen-bondedences are sufficiently pronounced to matter. Pretty much all
network, we must remember to ask not just whether that €xiremes of opinion, and everything in between, can be found
structure is different from that in the bulk but whether the represented in the literature. Despite the existence of a well-

differences go beyond those we might expect from the theory developed thermodynamic theory of small chemical sys-
of simpler fluids. tems?®® biochemistry texts have tended to employ bulk

descriptions of the thermodynamics and kinetics of the
: cellular environmentand generally to surprisingly good

3. The Aqueous Environment of the Cell effect. On the other hand, Pollack has argued that the

In that same spirit, whatever else we do and do not know cytoplasm is like a gel (without the macromolecular network
about water structure and hydration, experience with simple that makes ordinary gels cohere), which maintains its
liquids shows that we cannot expect much if any of the water integrity if relatively large sections of the cell membrane
in the cell to behave as it does in the bulk. The cytoplasm are removed®’ 18It has been claimed that the proton NMR
typically contains up to 400 g1* of macromolecules, which  relaxation times of water in cells differ from that in the bulk
may occupy 5-40% of the total volume of the céllf and and, moreover, that the relaxation becomes more “bulklike”
as a result the cell is extremely crowded (Figure 13): in diseased, such as cancerous, céf#$ (The recent
macromolecules are typically separated by onty21nm. observation that most of the cell water in the halophilic Dead
Such narrow confinement would be expected to alter the Sea extremophilelaloarcula marismortuhas a translational
structure of any liquid; for water in hydrophilic pores (Vycor diffusion coefficient more than 2 orders of magnitude lower
glass, where the surface is covered with OH groups that maythan that of bulk watéf* seems to be exceptional and
engage in hydrogen bonding), the hydrogen-bonded networksomehow due to the high salt concentration, although this
appears to be significantly perturbed at these scdalemd remains as yet unexplained.) The notion often advanced here
the average coordination number is reduced from about 3.6is that the cell somehow “tames” bulk water and thereby
in the bulk to about 2.2. If such a structural change is renders it “biophilic”. This superficially appealing idea tends
widespread in the cytoplasm, the implications for hydration to blur together the many different things that can happen
and hydrophobic association (for example, in terms of the to water close to ions and surfaces and in confined spaces

As well as being crowded, it seems likely that the
cytoplasm is inhomogeneous: there is increasing evidence
that even soluble proteins in such concentrated solution form
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Figure 13. Cytoplasm is a crowded environment, as revealed in this scale drawing. For clarity, the small molecules are drawn only in the
upper right corner. Reprinted with permission from D. GoodSéie Machinery of LifeCopyright 1993 Springer-Verlag.

within a cel-some of them perhaps specific to water, some residues-a feature proposed by Langmtifrand promoted
generic to any associated liquid, and others to any liquid. | by Bernal®®in the late 1930s. Crudely speaking, this notion
have discussed some of the general phenomena that mighinvokes the burial of hydrophobic residues in the protein
be involved in this putative “taming” (one should really say interior. It is now generally accepted that protein folding is
modification) of water. Now | shall look at some of the driven primarily by a balance between these two factors
specific roles that solvation (in general) and hydration (in intramolecular hydrogen bonding and hydrophobic inter-
particular) play in the structure and behavior of biological actions—although there is no consensus on precisely where

macromolecules. the balance lies. Certainly it is an oversimplification to pres-
ent globular proteins as a kind of “polymer micelle” that is
4. Protein Hydration: Nonspecific Effects wholly hydrophobic inside and wholly hydrophilic on the
, surface: the two types of residue are in any case not suffi-
4.1. The Hydration Shell ciently segregated along the chain to make such a separation

The pioneering early studies of protein secondary structure POSSible. It is true that on average 83% of nonpolar side
by Pauling®2193 have, perhaps understandably, something chains are buried m_the interior of folded proteitisut so _
of the in vacuo mentality about them insofar as they stress are_6312/;> of polar side chains and 54% of charged side
intra- and intermolecular hydrogen bonding in the polypep- chains!®’ And as we shall see in section 5.6, it seems unwise
tide chains without much consideration of the role of the © assume that the hydrophobic interior of a folded protein
solvent. Thus Pauling’s iconia-helices and3-sheets are 1S “dry”.
held together by hydrogen bonds between polar residues, and We have seen that the precise mechanism of the attraction
the apparent implication is that there is an enthalpic penalty between hydrophobic groups in water remains imperfectly
to breaking up these structures, without consideration of the understood. And it is as well to point out now, before
hydrogen bonds that can then form between the peptideexpanding on it below, that any attempt to understand protein
residues and water. That picture would actually argue for function cannot rely on statics (structure) alone but must
an enhanced stability of these secondary structural motifs inconsider also the dynamical behavior. With those provisos,
nonpolar solvents, where there would be no such competitionwhat can be said about the role of water in producing the
for hydrogen bonding from the solvent molecules. Indeed, characteristic folded structures of proteins in general? And
completely unsolvated polyalanine oligomers in the gas phasehow does water hydrate and decorate those three-dimensional
remain helical up to at least 45, where the peptide is  forms?
almost entirely dissociated: the noncovalent interactions A key point is that it does not seem sufficient to

exceed the strength of a covalent béPfdThe role of water, incorporate water into protein structure prediction merely via
then, appears to be not to stabilize tdhelix but to loosen some heuristic potential that acknowledges the existence of
it and allow flexibility of the peptide chain. hydrophobic interactions. This approach has been common

What Pauling’s model lacked, of course, is the existence in attempts to simulate protein folding, because an explicit,
of hydrophobic interactions between the nonpolar protein atomistic representation of the solvent in MD simulations
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remains computationally very expensive, restricting the bonded to the protein at specific locations and typically
timescales and the conformational space that can be accessedemain in position even in an anhydrous environment
But atomistic simulations of the folding of the SH3 protein (nonaqueous solvent, vacuum, or “dry” powder). They can
domain have revealed that the process may depend on dahus be identified crystallographically and are regarded as
rather gradual, molecule-by-molecule expulsion of water in some sense an intrinsic part of the protein structure, to all
from the collapsed interidi®-2%° These studies characterize intents “frozen” in place and not liquid-like at all. Typically
folding as a two-stage process: first, collapse to a near-nativel0% of the “dry mass” of proteins consists of such bound
structure that retains a partially hydrated hydrophobic core, water. “Free” water, meanwhile, is deemed to remain not
followed by slower expulsion of the residual water. This only mobile but essentially bulklike even in the immediate
water might play the part of a lubricant to enable the hydration layer of the protein. There is no doubt now that
hydrophobic core to find its optimally packed state. More- this is a highly oversimplified picture. Certainly, some water
over, some water molecules typically remain in the core, molecules in the hydration shell have dynamics very different
hydrogen-bonded to the peptide backbone. NMR evidencefrom those in the bulk, with residence times of up to several
suggests that the SH3 domain of the drk proteiDodso- hundred picosecond®2%° (Water molecules in protein
phila indeed may adopt a collapsed but loosely structured interiors can be even slower to exchange with the bulk, with
conformatior?®>-202This challenges the picture presented by residence times measured in millisecoAd$!) But there

Lum et al® and ten Wolde and Chandférof an abrupt, is a continuum between these “bound” molecules and those
collective drying transition as the water is confined between that behave dynamically as though they are indeed bulklike.
basically hydrophobic surfaces. “Bound” and “free” are categories that are so ill-defined as

Papoian and co-workeéf82%4 have modified a typical ~ to be positively misleading.
Hamiltonian used for protein structure prediction to incor-  The existence of discrete water-binding sites on a protein
porate the possibility of water-mediated interactions between surface may not necessarily imply that they are occupied by
residues. This allows for the formation of relatively long- water molecules. Makarov et # found that, even though
ranged (6.5-9.5 A) connections between hydrophilic parts several hundred such sites could be identified in simulations
of the folding chain through bridging water molecutes  of myoglobin, only about half of them were typically
something that is not permitted by the “dry” Hamiltonian. occupied at any time. This led them to propose that an
Such water bridges can be “squeezed dry” in the later stagesatomistic representation of tightly bound waters on a protein
of the folding process: the water acts as a temporary, loosesurface may not in general be appropriate and that instead a
glue that holds the folded chain together until it is ready for continuous density distribution model of the hydration waters
final compactior-in effect constraining the conformational s more suitable. Moreover, the residence times of water
freedom, reducing potential topological frustration, and molecules in specific hydration sites does not seem to depend
generally "smoothing” the funnel in the folding energy in any simple way on the nature of the residue to which
surface?® There is a substantial improvement in the simula- they bind-its polarity or hydrogen-bonding ability, for
tion structure predictions for several proteins when these example?!2213|n the simulations of Makarov et al., these
water-mediated contacts are includ€tThus, whereas the  residence times seemed to depend almost exclusively on the
classical Kauzmann model of interactions between hydro- geometry of the protein surface: hydration waters with long
phobic species postulates an attraction resulting from the residence times were those within clefts and cavities,
liberation of “bound” or “ordered” hydration water, the implying that steric hindrance to diffusion is the key factor.
contrasting picture that emerges here in the interactions And yet it appears, in simulations at least, that the diffusion
betweerhydrophilicresidues is one in which the attractions rate normal rather than parallel to the protein surface is in
are promoted enthalpically by water molecules that are general the most strongly perturbed comporighAs these
constrgined at the macromolecular surface, despite thestydies indicate, part of the problem of describing the
entropic cost. hydration structure of proteins is that there is no agreed or

Harano and Kinoshita argue that excluded-volume effects obvious framework to use: continuum or discrete, static or
can play a significant role in offsetting the entropic cost of dynamic, scalar (density) or vector (orientation).

protein compactioA?>%°This idea, familiar from the theory There seems to be considerable variation even in crude

of colloidal interactions, explains how large particles (protein measures of hydration structure such as the average water

chains and side chains) and small particles (water molecules)jensity in the first hydration shell. Smolin and Wirtésee

tend to phase separate to minimize the volume of spacean enhancement of only 6:8.6% relative to the bulk

surrounding each of the large particles that is inaccessibledensity for simulations of staphylococcal nuclease (SNase),

to the small particles. This exclusion results in a reduction whereas a simulation of hydrated |ysoz)ﬂl3ﬁeyie|ds a

of translational entropy of the small particles. Harano and hydration layer 15% denser than the bulk. X-ray and neutron-

Kinoshita use simple Lennard-Jones potentials to estimatescattering studies indicate that a density enhancement of this

that, for a peptide of the order of 50 residues or more, the |atter magnitude might be quite typical for protefé&Smolin

gain in translational entropy can equal or exceed the loss of and winter describe the hydration layer of SNase in t&fms

configurational entropy of the compact chain. Here, the fact of water rings, which form structures somewhat reminiscent

that water iS a Sma” SOIVent m0|ecu|e W|th a I’e|ative|y dense Of C|athrate Cages around convex nonpolar residueS. AS seen
Studies like those above raise the issue of how highly about the way the hydrogen-bonded network accommodates

resolved a model of protein hydration needs to be in order hydrophobes. The upshot, according to Makarov ettéis

to capture its important features. The classical picture favoredthat “in general, the current hydration description does not

in biochemistry posits two distinct classes of water molecule provide us sufficient information about the solvent structure

in the hydration sheR%” “Bound” waters are hydrogen- around the protein in its natural aqueous environment. Hence,
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such descriptions can rarely be relied upon in accurate studieghat the protein and water motions are strongly coupled: if
of molecular docking and ligand design and folding”. either the water or the protein is frozen in the simulations,

Rand!8 has suggested that binding and release of waterthe slow component disappears. Russo étauggest that
molecules may play a quite general role in the energetics of the dynamics of hydration water are most strongly perturbed
protein function and that in this context water should be at the interfaces between hydrophilic and hydrophobic
thought of as a ligand as well as a solvent. For example, theregions on a protein surface, as a result of the frustration
thermodynamic measurements of Colombo étdhdicate that may arise between the differing hydration structures
that about 60 extra water molecules bind to hemoglobin involved.
during the transition from the fully deoxygenated to the fully How does hydration affect protein dynamics? It is gener-
oxygenated state, whereas Kornblatt and Hui Bon®foa ally considered that a protein needs to maintain a delicate
show that the addition of an electron to cytochroartgound balance between rigidity and flexibility of structure: the
to cytochrome oxidase is accompanied by the binding of 10 specificity of the folded shape is clearly central to an
water molecules to the oxidase. This solvation-energetic enzyme’s substrate selectivity, but it must also remain able
contribution to protein function should apply regardless of to adapt its shape by accessing a range of conformations
the precise nature of the “bound” water, but as we can see,without getting stuck in local energy minim&. In water,
the structural details may in fact make a considerable hydrogen bonds that might otherwise form between donor
difference to the quantitative effects of such processes.  and acceptor groups in the protein side chains, rigidifying

the structure, may instead be transferred onto solvent
4.2. Dynamics, Cooperativity, and the Glass molecules, providing greater mobility of the backbd?fan
Transition other words, the kind of intramolecular hydrogen bonding
that is often assumed to be central to protein structure can
potentially inhibit protein function.

For example, Olano and Ri#k find that for both bovine
pancreatic trypsin inhibitor (BPTI) and barnase, which have
polar and hydrophobic cavities, respectively, the addition of
a water molecule into the cavity makes the proteins more
flexible by weakening intramolecular hydrogen bonds. Dwyer

Any notion that proteins “only work in water” has now
been thoroughly dispelled by evidence that enzymes can
retain some functionality both in nonaqueous solvents and
in a vacuun??1-222But neither of these environments is truly
nonaqueous in the sense of being devoid of water: in both
cases, some water molecules remain tightly bound to the

protein. Although this *bound water’ may not be enough to et al>*?find that water molecules buried in the hydrophobic

fully cover the protein surface with a monolayer “aqueous =" < . )

sheath”, nonetheless proteins seem to require about 0.4 g ofterior of mutant staphococcal nuclease, in which a hydro-

water/g of protein to achieve their normal functionafty. phobic valine residue is replaced by a glutamic acid residue,
This is a rather nonspecific effect, suggesting that there is increase the dielectric constant in the interior markedly. Such

some general property of this hydration water that activates _solvent penetration would shield chargeharge interactions

the protein. As indicated earlier, it seems likely that water " the protein chain, increasing its flexibility as well as
lubricates the protein dynamics, giving the peptide chain the significantly affecting K. values qf ionizable residues. .
mobility it needs to conform to and bind its substrate. But  But as well as merely loosening structure by breaking
precisely how this occurs is a complex matter, in which it hydrogen bonds, the solvent might also play a more active
seems insufficient to regard hydration water as a kind of fol€ in protein dynamics. It is been suggested that this role
all-purpose plasticizer. Broadly speaking, one can consideriS 0 “inject” fluctuations into the protein to boost its
the problem from three aspects: how does the protein modify conformational flexibility-an effect that would involve
water dynamics, how does the water modify protein dynam- Cooperative aspects of the molecular motions. Simulations
ics, and how are they coupled? of scytalone dehydratase indicate that water molecules in
It seems clear that one cannot generalize about theth® Protein’s binding pocket seem to play a part in the
dynamical behavior of water in the hydration layers: as we conformational flexibility that is necessary for binding of
have seen already, there is a very wide range of residencdN€ substrate and that there is cooperativity between the
times at different sites on the protein surface, and equally motlo_ngsta)f the “bound” water molecules and the ligand-free
there are big variations in the rotational and translational Protein:** These cooperative motions assist in the binding
relaxation times. Modig et &% find from magnetic relax- ~ €vent by arranging for water molecules to be expelled
ation dispersion measurements of hydrated bovine pancreatidfough a ‘rear gate” as the ligand enters through the binding
trypsin inhibitor that on average 95% of the water molecules Sit€’S “front gate”.
in the hydration layer have rotational and translational If indeed one of the roles of the hydration water is to
dynamics retarded by only about a factor of 2. So the actively excite protein dynamics via liquid-state fluctuations,
dynamics of the hydration shell may be dominated by just a We might ask whether there is anything special about water
small number of hydration sites in deep surface pockets andthat enables thisafter all, fluctuations occur in any liquid.
clefts, where the motions of water are much more strongly That is to say, are there features of water that make the
perturbect!2 That picture is supported by ultrafast spectro- dynamics of the hydration shell qualitatively different from
scopic studies of bovine pancreaticchymotrypsirg?>which those of a solvation layer in a simple liquid, for example
show that 90% of the hydration shell has more or less because of cooperative effects stemming from the hydrogen-
bulklike relaxation, while the remainder is appreciably slower bonded network? Are these fluctuations any different from
(tens of picoseconds). In both experiments and simulations,those that take place in the bulk liquid? And do hydrogen
Li et al. find slow relaxation on timescales of87 ps in  bonding or other aspects of water structure promote coupling
the water dynamics around a tryptophan group Trp7 of to the protein?
apomyoglobir??® Bhattacharyya et al. have suggested that  Both simulation$** and experiment8®235show that water
such slow dynamics are due to the effect of the protein’s dynamics in the hydration layer of a peptide are anomalous
potential field on the hydration waté#, but Li et al. argue with respect to the bulk. Quasi-elastic neutron scattering
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(QENSY¥?82% suggests that the translational dynamics of the dynamical behavior of the hydration watéi*In support
hydration water for model peptides at room and physiological of that idea, Tarek and Tob#$?*8use MD simulations to
temperatures are non-Arrhenius-like, with slow and nonex- argue that relaxation in the coupled proteimater hydrogen-
ponential relaxation dynamics reminiscent of those seen inbonded network close to the glass transition is governed by
supercooled water below20 °C. The hydration water seems translational diffusion of water molecules. On the other hand,
to adopt a state akin (albeit not necessarily equivalent) to the dynamical transition at 26220 K does not appear to
that of a glass, with a very rough potential-energy landscapeaffect the rate-limiting step in enzyme cataly%i%?5° and
and slow hopping between local potential minima. Thus, the Fenimore et at>! have suggested that protein function can
water molecules no longer diffuse independently: their be divided into processes that are and are not “slaved” to
motion is dependent on that of their near neighbors. It is the solvent dynamics.
tempting to regard this as a result of the interconnected nature  chen et al. have proposed, however, that the dynamical
of the hydrogen-bonded network, which is highly constrained change around 200 K is not a true glass transition at all but
close to the protein surface and so might develop an enhanced, crossover from “fragile” to “strong” behavior in the
degree of cooperativity relative to the bulk. That is indeed pyqgration wate?*2“Strong” liquids follow the Arrhenius law
suggested by QENS studiésof solutions of the model i the variation of viscosity with temperature as the liquid
hydrophilic peptideN-acetyl glycine-methylamide: at con-  is cooled toward its glass transition temperature, whereas
centrations corresponding to a single hydration layer sharedsragile liquids (which is most of them) show significantly
between solute molecules, the water dynamics seem 10 b&gster increases in viscosity. A strong-to-fragile crossover
strongly coupled to those of the peptides, whereas at lowerpas peen proposed for bulk water near 2233kand was
concentrations equivalent te-3 hydration layers per solute,  yeported at around 225 K for water confined in nano-
there appears to be dynamical coupling between inner andpqres?54.255This behavior is expected to be characteristic of
outer hydration layers. strongly associated “tetrahedral” liquids such as water and
By impressing a pseudoglassy character on its hydrationsilica. Meanwhile, Kumar et &% have linked the dynamical
sphere, the protein may suppress crystallization at low transition to the first-order phase transition between high-
temperatures, which might afford freeze-tolerance. After all, and low-density liquid states of water that is predicted at
a common physiological response of freeze-tolerant organ-around 200 K at high pressuteThese interpretations, which
isms is to manufacture glass-forming compounds such asare not in fact inconsistent, hinge on aspects of water’s low-
glycerol and trehalose, which might further suppress crystal- temperature behavior that are highly unusual, making at least
lization of the solvent when the intrinsic “glassiness” of this aspect of biomolecular solvation unlikely to be observed
hydration water is not sufficient. in another solvent system. That the dynamical transition is
But if the protein induces pseudoglassy dynamics in its intimately linked to the intrinsic properties of supercooled
hydration layer, how then might the hydration dynamics feed Water is further implied by the observation of a similar
back on the behavior of the protein? It seems that this kind Crossover between strong and fragile dynamics in the
of anomalous dynamics is just what a protein needs to attainhydration shell of DNA*"and RNA®® at around 220 K.
the kind of conformational flexibility that is intrinsic to its Something analogous to the effect of temperature on
function. One is tempted to suggest that, if the protein needssolvation dynamics might occur as the degree of hydration
to “feed off” the dynamics of its solvation layer, then water is altered?*7248.25 pPizzitutti and Bruri®® find that the
is the ideal solvent because its hydrogen-bonded networkdielectric relaxation time for rapid proton motions along
makes it ideally suited to being “molded” by the protein into chains of water molecules at the surface of lysozymae
a pseudoglassy state. measure of the collective dynamics of the water network

There is some evidence to support the idea that the diverges at the same hydration level as that required for
dynamics of a protein can be “slaved” to those of the lysozyme to become functional (about 130 water molecules

solvent-that the large-scale fluctuations of the protein chain Per protein molecule). Further support for this picture comes
reflect those of the solveRt® Below about 206-220 K, from MD and neutron-scattering studies of water dynamics
proteins seem to “freeze” into a kinetically arrested state that 8 @ function of protein concentratiéttwhich suggest that
has genuine analogies with a gld&24° the protein atoms the water behavior char_1ges qualltatlvel_y for low deg_rees of
undergo harmonic vibrations in local energy minima but no hydration: the translational anq_ rotational dynam|cs_ are
diffusive motion. Both experime®f and simulation&?2243 markedly slower _below the “critical” .Ievel of hydration
imply that this glasslike transition of a protein coincides with Needed for proteins to be fully functional. Only when a
dynamical changes characteristic of a true glass transitionS€condary hydration layer is present might molecular diffu-
in the solvent. It is suggest&d24sthat the solvent and protein ~ Sion pe.tween the inner .and outer hydration shells promote
motions are intimately coupled so that as a protein is warmed Plasticity” of the hydration network and thus catalyze the
through its glass transition temperature the dynamics of the motions of protein side chains.

hydration shell “awaken” motions in the protein. Although  Oleinikova and co-worke?&-?%?suggest that this behavior
simulation of proteins in vacuo show evidence of low- depends on the formation, at a critical “water coverage” on
temperature dynamical changé&there is no sharp glasslike the protein surface, of a fully connected hydrogen-bonded
transition around 200 K unless the protein is hydrated. network of water molecules. In other words, the collective
Bizzarri and Cannistraro speculate that the dynamics of thedynamics become “activated” in a two-dimensional percola-
protein and solvent are so strongly coupled that they “should tion transition. This threshold for a single lysozyme molecule
be conceived as a single entity with a unique rough energy appears to require about 50% of the protein surface to be
landscape.” In other words, the protein motions are not covered with water, which would correspond to about 66%
simply “slaved” to those of the solvent, but “the very coverage of the purely hydrophilic regions. This is essentially
topological structure of the protein energy landscape could identical to the percolation threshold for clusters formed on
be deeply altered by the spatial organization, as well as bytwo-dimensional square and honeycomb lattices. The typical
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lifetimes of percolating hydration networks are comparable Spine Spine gpine
with the (picosecond) lifetimes of a single watevater I)? 15 "]3
hydrogen bond, and protein side-chain dynamics can become " ml
slaved to these network dynamics if their characteristic P '.'\/
timescales coincidé? PY ,\h"’:\
The idea of a “critical hydration threshold” below which ~ °o
proteins cease to function has, however, recently been o,\ __"/_\
questioned by Kurkal et &% who find using incoherent ~ °
neutron scattering that anharmonic, diffusive motions of the e e ©
protein chair-generally taken to be a signature of “glassy” <_ k——
dynamics-in pig liver esterase are present even for strictly ® L JPY

zero hydration at room temperature. Thus, even though

enzyme activity does appear to increase with increasing ;w (Y
hydration, it is not clear that the “loosening up” generally '-.H_\\\_ \’\
thought to be induced by water is always essential for . \.30
J o
function. .
These considerations prompt the pragmatic question of - = N.
how much water needs to be included explicitly in a 20~ oy . {130

hydration shell in order to simulate a protein realistically. . 4o, @ —

Since this is computationally expensive, one might like to ( ‘N>-’ _,J\_‘)J

get away with including as little water as possible. Hamaneh R

and BucR®* find that a shell just two or three layers thick Figure 14. Water “spines” in the secondary structure of the LRR

(using the CHARMM22/CAMP potential function) will ~ domain of Inl B. The water molecules are the dark gray spheres,

suffice, which implies, perhaps, that the cooperativity of @nd the lower frame shows the typical hydrogen-bonding pattern.
' P ' R Reprinted with permission from ref 266. Copyright 1999 Elsevier.

water dynamics in the hydration shell does not extend very

far, at least for the case of lysozyme considered in that study. Thys, we can see already that there are apparently various

The heterogeneity of a protein surface, which is typically ways in which proteins might make functional use of local
50—60% hydrophobic, means that there are significant lateral variations in hydration structuré® It is important to
variations in water dynamics in the hydration layer: Russo recognize, particularly in the context of the astrobiological
et al. find that water motions are about an order of magnitude debate over whether “nonaqueous life” is feasible, that this
faster near hydrophobic side chains than near hydrophilic sort of utility goes beyond merely exploiting the character-
residues They hypothesize that these variations in water istics that a particular molecule happens to have in a
mobility might serve a functional role by producing fast- particular solvent, such as the clustering tendency of am-
moving “slip streams” on the protein surface, in a manner phiphiles. Rather, it amounts to a functionally motivated
analogous to a “nanofluidic” technology, that direct water reconstruction of the environmensomething that may be
molecules to active sites where they mediate recognition especially (if not uniquely) feasible in aqueous solution.
event3® (see below).

A further, subtle feedback between solvation dynamics and 5, Protein Hydration: Specific Roles of Water in
protein structure and function and has been proposed byStrycture and Function
Despa et al*? They suggest that if hydrophobic units on a
peptide chain elicit a locally “structured” hydration shell, 51, Secondary Structure

this slows the dynamics, and thus the dipole reorientation _ _ .
and the dielectric susceptibility, of the water molecules in , Given that water molecules may evidently mediate the
that shell. This in turn increases the Coulombic interactions folding of proteins;*2¥it is scarcely surprising to find that
between nearby polar groups. Thus, they conclude, “hydro- €y may sometimes apparently get “frozen” in place in the
phobic residues play an active role in mediating intramo- folded structure-not as a kind of lubrication that has been

lecular interactions between the polar side-chain residues ofmPerfectly expelled but as an element of the secondary
a protein.” Despa et al. propose that slaving of protein structure in their own right. This seems to be the case in
dynamics by solvent motions may in fact be mediated internalin B (Inl B), a bacterial surface protein found in
primarily by this effect, which can lead to strong dipole Listeria monocytogenetba’g helps to activate thg bacterium’s
fluctuations in some parts of the hydration layer. phagocytotic defense against the mammalian immune system.

Even while the details of the dynamical coupling between The leucine-rich repeat motif of Inl B, which is common to

protein and hydration water remain to be clarifieghd that zlggigge'gso Osf Engtlgtreerngllg f[?)mél%, e(r:ok?ta\l/cgt; Srﬁgﬁascu(?; s
may depend on, among other things, an ability to move P 9 Y

. . . : ; .~ bridging the peptide chairt§® These waters are organized
beyond a reliance on S|m_ulat|ons in probing local dynamlcs_ i togthrgee digtirg)ct “spines” through the stack an%l are an
on a heterogeneous protein surface and a better understandm[ﬁ1

of the issue of “water structure” around polar and nonpolar ntegral part of the secondary struciure (Figure 14).
residues-it seems clear that there are strong arguments for —— : .
regarding proteins as fuzzy-edged entities that not only 5.2. Protein —Protein Interactions

influence their solvation environments but are in turn “fine-  Interactions between proteins and aggregation of their
tuned” and modified by these environments in ways that subunits are commonly discussed in terms of the same
affect their biological function and their behavior at extremes guiding forces that govern the folding of the primary protein

of temperature and dehydration, and quite possibly at chain: hydrogen bonding, polar interactions, and hydropho-
elevated pressure too. bic interactions. Just as water-mediated intramolecular
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contacts may assist in protein foldifj;?%*so these contacts  defined as those for which the binding free-energy difference
can serve to facilitate selective recognition in protginotein on alanine mutation is at least 4.0 kcal/mol, whereas “warm
interactiong’®” In other words, it is not simply the case that spots” have a binding free-energy difference of-24M kcal/
water molecules can bridge two proteins: such contacts canmol. Hot spots are often clustered together and surrounded
be imbued with significant information content that allows by a ring (a so-called O-ring) of residues that do not seem
the interactions to be discriminating. Thus, protein surfaces to have a role in binding but shelter the hot-spot residues
in a sense extend the range of their influence via their from water?”* MD simulations of hot and warm spots in the
hydration shells. These water-mediated interactions may bebinding of hen egg lysozyme to antibody FVD1.3 seem to
optimal when they involve two oppositely charged groups, confirm this O-ring hypothesis, showing that these residues
such as an acidbase pair, where the apparently favorable are significantly less accessible to water molecéles.
Coulombic interaction of a direct contact is offset by a large Moreover, the water molecules that do penetrate to the hot
Gibbs energy penalty to the complete desolvation of the and warm spot sites have unusually long residence times and
charges that would be required to make such a contact. seem to play essential roles in binding via the formation of

Fernadez and co-worke?&262have proposed a further ~ Water bridges.
way in which hydrogen-bonding groups on the backbone can 5.3. Mediation of Ligand Binding
mediate the intra- and intermolecular contacts involved in =~ _
these processes. They postulate the existence of units calle
dehydrons, which have the key property that it is energeti-
cally favorable to remove water from their vicinity, making
them “adhesive” sites for hydrophobic regions. In contras
to the conventional adhesion of two hydrophobic groups via
the hydrophobic interaction, dehydrons are (pairpdiar
groups that engage in hydrogen bonding. Any hydrogen bond =~ "' - L
between peptide chains (inter- or intramolecular) is stabilized Pinding affinity. . . .
by removal of nearby water, which decreases the screening_ Although this picture is probably correct in broad outline,
and increases the Coulombic interaction between the polar't /gnores many subtleties. For one thing, some water
moieties. That is why most backbone hydrogen bonds in mglecul_es are often retam_ed in the binding S|te._Renzon| et
proteins are in fact dehydrated by being “wrapped” in &'’ point out that hydration water can potentially serve
surrounding hydrophobic groups, which “dry” the hydrogen- distinct and in fact divergent purposes in the mediation of
bonded region. Dehydrons are hydrogen bonds that are ratheli9and binding by proteins. On the one hand, it can make
poorly wrapped in this way, making removal of water, for the b_|nd|ng surface highly adaptable _and_thus somewhat
example, by the formation of a new peptigeptide contact, promiscuous; on the other hand, the_re is ewdgnce that water
energetically favorable. Femdez has used the atomic force molepules occupying crystallographlcally defined sites in a
microscope to measure directly the attractive “dehydronic Protein structure through hydrogen bonding to polar residues

force” exerted by a “dehydron” monolayer (a hydroxylated €N act as removable “tools” or extensions to the peptide

IkIvthiol AEM ti ; h hobi h of Cchain for assisting in the specificity of substrate binding.
:|k)%:h:8|)s_g7g an tip carrying a hydrophobic patch o The former role is illustrated in the mechanism by which

. . 6 oligopeptide binding protein OppA binds very smalH2
Many c_i|fferent proteins possess dehydron ¢ h“”ﬁ?‘“ residue) peptides with more or less any amino acid sequence.
myoglobin has 16, for instance, and human ubiquitin has

12 Th i b trated at sites that This lack of specificity is made possible by the fact that all
4. These units appearto be concentrated at sites that engagfq 4 ctions between the protein and the peptide side chains
in complexation with other proteins, and may play an

. . . - X are mediated by water: hydration of the voluminous binding
important role in proteirprotein interactions such as the site creates a highly malleable receptor matf#¢’°Rather
aSSOCI,atIOH of capsid gssemblles IN VIFUSES. than acting as a plastic medium that can be arbitrarily
Ferniadez et af’* point out that underdehydrated hydro-  manipulated to accommodate a substrate, this water seems
gen bonds seem to be a common feature of proteins with ato constitute a well-defined, “bricklike” filler: some of the
propensity to form amyloid aggregates, which are associatedwater molecules adopt the same positions for different
with neurodegenerative diseases such as Alzheimer’s, Pargybstrates (Figure 15). In this sense, they are not so much a
kinson’s, and Huntington’s diseases. Such proteins appearijler” at all, but rather an extension of the protein surface
to undergo a conformational change from a soluble, globular that bears much the same information content, making highly
form to an insoluble form that aggregates \lasheet  specific hydrogen-bonding interactions with the cavity walls.
formation into fibrils. Prion diseases such as Scrapie and In contrast, b|o|ogy also uses water to achieve Se]ectivity_
Creutzfeld-Jakob disease may be caused by such a confor-chung et af®° found that a network of water molecules in

mational change in the prion protein PrP from its soluble the peptide-binding site of the SH2 domain of tyrosine kinase
cellular form PrPC to the insoluble PrPSc. Fernandez et al. Src, which p|ays an important genera| role in cell b|o|ogy
propose that destabilization of the globular fold, and con- py mediating protein interactions in tyrosine kinase signaling,
sequent amyloidogenic capacity, is related to the tendencydictates the specificity of these interactions. Water molecules
of dehydron units to promotg-sheet aggregation. MD  pjay a similar role in the binding of some protease inhibitors
simulations of the hydration of native human and sheep PrPtqg their target enzyme®! and in the binding mechanism of
confirm the presence of underwrapped hydrogen b8hds some antibodie®2283indicating that nature has mastered
but show that the hydration structure here is surprisingly the “rules” of incorporating water into the binding site
fluid, without well-localized water molecules. sufficiently to use them for essentially ad hoc challenges of
Studies of proteirprotein interfaces have shown that most molecular recognition.

of the binding free energy comes from just a few residues, A combination of these seemingly contradictory roles of
called hot spots’3-27> Typically, these hot-spot residues are water—specificity and plasticity-was revealed in a crystal-

g The binding of small molecules to protein receptors is
generally discussed in terms of the replacement of water in
the binding site by ligand groups that are cognate to the
t adjacent protein surface, through either the juxtaposition of
hydrophobic regions or the formation of hydrogen-bonded
contacts. In either case, the notion is that there may be both
gentropic and enthalpic gains that contribute to the ligand
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Figure 15. Schematic picture of water “bricks” in the binding site of OppA.
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They studied the affinity of the legume lectin protein

— “OH" Sc concanavalin A (Con A) for the two trimannosideésnd 2
NH \ 20 0/ (Figure 17). A water molecule helps to anchido the protein
Thr 208 ﬁ < =\ J e via hydrogen bonds. This ordered water molecule is displaced
‘ by the —CH,OH group in 2, but this substituent can in

principle form the same hydrogen bonds with the protein as
those mediated by water in the complex wittiNonetheless
the enthalpy of binding fo is 2.3 kcal mot?* lower than
Figure 16. Active site of arabinose binding protein. Red and green for 1, which Clarke et al. explain by a detailed consideration
show the first and second binding-site shells. of the number of hydrogen bonds formed by the complexed
) o o ~ water relative to the typical hydrogen-bond occupancy in
lographic study of the binding specificity of the bacterial the Jiquid. This enthalpic factor offsets the favorable entropy
L-arabinose binding protein (ABP) for various related term for binding of2 relative to1.
sugars* ABP also bindo-fucose and-galactose, and in Talhout et al28 meanwhile, have shown that the binding
all cases the sugars sit in identical positions and form nine q¢finity of several synthetic inhibitors of the serine proteinase
hydrogen bonds with the regldges in the binding site. But trypsin can depend not just on the factors commonly
Whereasa-nglla“ctose hf‘s a binding constant comparable 10 enumerated in drug design, such as hydrophobic interactions
that of ABP’s “natural” substrate-arabinose, the binding  4nq steric hindrance involved in ligand binding, but also on
constant ob-fucose is an order of magnitude smaller. The more subtle considerations such as the free-energetic cost
tight binding ofL-arabinose can be attributed to the presence ¢ dehydration of the active site.

of two water molecules in the binding site that *fill in”a — \yhat these examples illustrate is that, despite the entropic
potential void, bridging between the protein and the ligand advantage of expelling bound water from a binding cleft
(Figure 16). These favorable interactions are not availal_)Ie one cannot generalize about the consequent Gibbs ener’gy
to p-fucose. Fomb-galactose, one of the water molecules is change and, thus, about the role of water in preteinbstrate
displaced by a-CH;OH group on the sugar, and some of jteractions and specificififs As a general rule, the question
the “freed” hydrogen-bonding capacity is taken up by this of whether or not it is advantageous to incorporate a water
group while some of the “lost” hydrogen-bonding interactions ' mojecyle at the binding interface hinges on a delicate balance.
are redirected toward the othe(water molecule. By I!beratlng Confining a water molecule clearly has an entropic penalty,
one of the_ bound waters, binding pfgalactose also incurs 1yt this might be repaid by the enthalpic gains of hydrogen-
an entropic benefit. Thus, the water molecules here serve as,ond formatior-an issue that must itself be weighed against
flexible adhesive filling that contributes a degree of selectiv- the average number of hydrogen bonds that a bulk water
ity of binding w'hile also allowing the ADP binding pocket  molecule engages in. Duni®?2%estimates that transferring
to adapt to a different substrate. a water molecule from an ordered binding site where it is
Rearrangement of bound water molecules has beenbound by an “average” hydrogen bond to the bulk involves
implicated as a significant factor in proteicarbohydrate  an overall Gibbs energy change that is close to zero. So it is
interactiong’®>286put has generally been discussed in terms not obvious which way the scales will tip in any instance.
of the displacement of loosely bound, disordered water from  This message is illustrated in the binding of various
the protein surface, again providing both enthalpic and inhibitors of HIV-1 protease, one of the key targets in AIDS
entropic benefits in returning these molecules to the liquid therapies. Crystal structures show that some of these, such
phase. Clarke et &% however, found that displacement of as KNI-272, bind to the enzyme via a bridging water
ordered water from the binding site can have subtle effects molecule?®*2°4 Other inhibitors, such as DMP4538, have
on substrate selectivity in such interactions that depend onbeen designed specifically to exclude this water molecule,
a delicate balance between entropic and enthalpic effectswhile mimicking its hydrogen-bonding capacity, and have
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Figure 18. Schematic representations of the ways in which water
molecules could be used for designed proteinbstrate binding.
The water molecule could be bound largely to the protein (a), largely
to the ligand (b), or approximately equally to both, either in the
binding site itself (c), or at its periphery (d).

Figure 19. Hydrogen-bond network around the Schiff base of
retinal (shown in purple) in rhodopsin. Two water molecules, shown
as light blue spheres, play a crucial role in this network. Reprinted
with permission from ref 304. Copyright 2002 National Academy
of Sciences.

found to bind more strongly. Li and Lazariéi have

calculated that displacement of the bound water by DMP450
is in itself unfavorable relative to KNI-272 but that this cost no linear correlation exists between the binding free energies
is outweighed by the lower cost of desolvating DMP450 to of waters and the change in binding affinity of ligands that
form the bound complex. So the consequences of eliminatingdisplace them, they conclude that the latter class of “con-
the water molecule are both highly specific and not obvious. served” water molecules may be usefully used in the design
The roles of water in proteiasubstrate binding are further  of drug docking: in effect, they serve as “part of the protein”,
complicated by the fact that the solvent molecules are not available for hydrogen bonding to the ligand.
always sufficiently localized to be evident in structural More genera”y, the release of bound water on ||gand
studies. Thermodynamic measurements, however, can reveabinding is often assessed via scoring functions that aim to
them. For example, changes in hydrogen bonding and in localevaluate the effect of particular recognition motifs on the
packing of water molecules can give rise to changes in the pinding affinity. Friesner and co-workers have pointed out,
thermally accessible “soft” vibrational and rotational states however, that such Scoring procedures seem inadequate for
that will be manifested in changes in heat capacity. Bergqvist describing the contributions of two motifs in particular:
et al*”have used measurements of heat capacities to studystrongly hydrophobic cavities enclosing water clusters and
the binding of the TATA-box binding protein of the  the formation of hydrogen bonds at sites enclosed by hydro-
thermophilePyrococcus woeséo its cognate DNA. Binding hobic group$°! Young et al. have shown that the hydration
produces a large release of hydration water, as well as a smalpf the binding cavities is particularly perturbed in such cases,
uptake of ions, and changes in the heat capacity for mutationsimposing unusually large entropic and enthalpic penalties
of the protein can be rationalized in terms of changes in the and thereby stabilizing the proteifigand complex? This
hydration environment of the bound complex. accounts, for example, for the large binding affinity of the
Despite such evidence of water’s role as a moderator andstreptavidin-biotin complex. Young et al. propose that these
mediator in proteir-substrate interactions in a manner that motifs are attractive targets for drug design.
can increase binding affinity and selectivity, the difficulty
of predicting and interpreting this role means that there has5 4, Functional Tuning
been little effort to date to make use of the versatility of
hydration water in drug desigii’?862%8The strategy for An indication of the active role of hydration in determining
designing target binding sites is thus generally that of protein function was provided by Ohno et & who have
eliminating hydration water and replacing the corresponding used gquantum-chemical methods to calculate how the
hydrogen bonds with proteirligand interactions. Indeed, reactivity of ribonuclease Tis influenced by the solvent.
Renzoni et af’” concluded that “it may be that the very They find that the electronic state of the enzyme in vacuo is
versatility that enables water to bind between interacting quite different from that in solution and that, in particular,
molecules makes the design of purpose-built water binding hydration shifts the spatial distribution of the frontier orbitals
sites an impossibly complex problem”. Nonetheless, they of the protein into its active site. Thus, hydration not only
propose a strategy for the rational inclusion of water helps to maintain the native structure but also “tunes” the
molecules at the binding interface. One can imagine severalcatalytic behavior.
general situations: the water molecule could be bound Further evidence of the “tuning” of protein function by
primarily to the ligand, to the protein, or approximately crystallographic water is provided by the light-sensitive
equally to both; or it could be situated at the periphery of transmembrane protein bovine rhodopsin. The central chro-
the binding sité®® (Figure 18). Barillari et al. have sought mophore of rhodopsin, retinal, is tuned to different wave-
to facilitate the judicious use of water molecules in drug lengths in the red, green, and blue cone cells of the retina.
binding sites by classifying them according to how easily This wavelength selectivity is achieved by small alterations
displaced they are by ligand¥. By studying the thermo-  of the retinal conformation owing to its protein environment.
dynamics of six proteins complexed with a variety of ligands, Okada et af®* showed that two water molecules seem to
they say that the water molecules can be apportioned intoplay a central part in this spectral tuning by participating in
two classes: those that are readily displaced (by at least some hydrogen-bonded network stretching between polar resi-
ligands) and those that never are. Although they admit that dues in the retinal site (Figure 19).
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5.5. Allostery containing 79 and 5 water molecules at room temperature,
i . i are close to switching to a dry state at the organism’s optimal
Protein-protein contacts medlat_e_d by water mqlecules can growth temperature of 365 K, which may offer a docking
not only serve to assist in recognition and docking b“g MaY mechanism for the binding of the two proteases present in
also play a mechanistic role in function. Autenrieth e®&l.  yhe active form of the protein: emptying of the cavities, as
have studied the changes in structured water mqlecules ahonpolar anchors on the proteases plug in, would provide a
the interface between the c_ytoch_romere_o_lox protein (cyt thermodynamic driving force for binding.
¢,) of Rhodobacter sphaeroideshich facilitates photosyn- o _ _ ) . -
thetic electron transfer, and the photosynthetic reaction center AS indicated in section 2.3, conventionally “hydrophobic
(RC), as cytc, switches between its two redox states. The 9roups can even engage in hydrogen bonding. Ordered,
docking of cytc, to RC is finely tuned to be a relatively hyd'rqgen—bonded clusters have been reported in hydrophoblc
weak interaction, since the association needs to be tran-cavities of small supramolecular assembfiés!*Yoshizawa
sient: the reduced form of cyb docks to the RC, releases et al3! found a cluster of 10 water molecules encapsulated
an electron, and detaches. MD simulations of the crystal in @ self-assembled hydrophobic cavity with tetrahedral
structure of the complex shows that the primary hydrophobic Symmetry, in which the water molecules form an icelike
docking domain contains water molecules bridging contacts adamantoid cluster that they call “molecular ice”, with the
between small polar residues in this region. In switching from 0xygen atoms oriented toward the aromatic groups of the
the reduced to the oxidized form of cgb, the binding cage. Here, it seems, the constraints of geometry and
interface undergoes only very slight reorganization limited intermolecular interactions have conspired to produce a
primarily to a change in the interfacial water from a fairly genuine case of what is literally a sort of inverse Frank
structured arrangement to a less tightly bound, more fluctuat- Evans “iceberg”. Although the high symmetry and good fit
ing structure. This change could facilitate the undocking of of the cavity here is likely to represent a rather special case,
the cytochrome once it is oxidized: in this sense, the such an extreme degree of water ordering would be expected
interfacial water acts as a kind of latch. to provide a large entropic driving force for the displacement
Something similar is observed in the allosteric regulation of the water cluster by a suitably sized guest molecule.
of oxygen binding to hemoglobin. The hemoglobin of the  Open-ended hydrophobic pores are “cavities” of a quite
mollusk Scapharca inaequalvis is dimeric, and the interface  different nature, potentially allowing throughflow of water,
of the subunits contains a cluster of 17 well-ordered water \which are discussed in section 5.10.
molecules. In contrast to mammalian hemoglobin, where the
cooperativity of oxygen binding is due to me_lrked changes 5.7. Electron Transfer
in the quaternary structure of the hemoglobin complex, in
the hemoglobin ofScapharcathis cooperativity seems to Electron transfer between proteins and other biomolecules
stem from more subtle structural changes. In particular, plays a central role in several important biological processes,
oxygenation is accompanied by loss of six of the ordered jncjuding photosynthesis and respiration. It was once con-
interfacial water molecules. Royer et*# found that these  gjgered sufficient to regard water as an essentially homoge-

waters have a central role in cooperative oxygen binding, neoys dielectric medium that might intervene between the
enabling allosteric interactions between the subunits by actingg|ectron donor and acceptor species and thereby lead to an
as a kind of transmission unit. The water cluster helps to exponential decay of the transfer rate with increasing

stai)ilizt? thet:]ovtviaffli(nitty for:(nthofhthéa proteti)n, \c/jvh(fereastha separation. But in recent years it has become clear that the
mutant form that lacks two ol the nydrogen bonas Irom this- 45, i not so simple. For example, two ordered water

?#Sterl tendsf to a(:op_t tlhe high-affinity coan)orma'uon 'E.Stg"?‘d' molecules bound at the interface between the redox centers

o uosr;eososf %h'gt?,\r/i%‘E't?/pvga;eurb%c;?;'%g?ps ¥00)|(oyr%?r?otén tlhng of cross—linke_d azurin prot_eins appeared to facilitate electron

transition to the high-affinity conformation of the other transfer conS|derabF§}.2.S|m|IarIy, 'the rate of electron transfer
between molecules in crystalline tuna cytochromevas

subunit. In human hemoglobin, as we noted above, solvationincreaseol by three bridging water moleciisand water
also seems to play a role in allostery, but perhaps more in y ging

terms of the general energetics of hydration changes than inze:yveen the two copper centerst O]]: p(?:;.p;tutjylgllyotmaTl— f
specific behavior of ordered, “bound” water molectAts. ating monooxygenase appears to facilitate electron transfer

over distances of 1011 A3 Lin et al3!® have proposed
. o that there are two distinct ways in which water can mediate

5.6. Hydrophobic Cavities the coupling of redox groups in proteins (in addition to the

Many proteins contain hydrophobic cavities in their cores. situation in which these groups are close enough to be in
But these are not necessarily dry, or even water-repelling. direct van der Waals contact without intervening solvent).
In a high-pressure crystallographic study of a mutant of T4 At separations of around 10 A, structured water at the
lysozyme containing a highly hydrophobic cavity, Collins interface can establish facile electron-transfer pathways that
et al3% find that only modest pressure will enable four water increase the rate and reduce the decay constant. At larger
molecules to enter this space and that the free-energy penaltgeparations (more than about 12 A) the intervening solvent
of filling such cavities can be small or even zero. They is bulklike, and the coupling is relatively weak, as seen in
suggest that this might help to account for the pressure-earlier work. One might expect the intermediate regime,
induced denaturation of most proteins. involving “structured” water, to be highly sensitive to the

The X-ray structure of the tetrabrachion protein of the dynamics of both the protein chain and the hydration water
hyperthermophileStaphylothermus marinugveals several  the issue of the coupling between them, discussed above,
hydrophobic cavities in the 70 nm long “stalk” segment that then becomes critical. Such a dependence on conformational
are all filled with water at 100 K% Simulations of this  fluctuations is expecté&f31” but remains to be studied
structure by Yin et a*® suggest that the two largest cavities, experimentally.
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Figure 20. Grotthuss mechanism.

5.8. Involvement of Bound Water in Catalytic
Action

Water in the active site of a protein can play more than a
purely structural role: as a nucleophile and proton donor, it
can be a reagent in biochemical processes. A few example
may suffice to illustrate this very general role.

A water molecule in the bacterial enzyme zinc lactamase,
which is involved in resistance to lactam antibiotics, appar-
ently acts as a nucleophile to initiate splitting of the lactam
ring.2*® Hydrogen bonding between this water molecule and
a zinc-bound aspartate group increases its polarity and
nucleophilicity, while the carboxylate group of the aspartate
potentially provides a source for the proton that reacts with
the cleaved ring.

Erhardt et af!® find that the protein-degradation enzyme
bovine lens leucine aminopeptidasblL(AP) seems to
function by “drip-feeding” water molecules to the active site,
where they engage in nucleophilic hydrolysis of peptide
bonds. Here too the active site contains two zinc ions (Znl
and Zn2), coordinated to a glutamate residue; they sit next
to a “water channel” that penetrates the protein. Water
molecules are delivered in a coordinated fashion to Zn2,
where they can be converted to nucleophilic OH by a simple
proton transfer to an oxygen atom coordinated to Znl. The
active site looks rather like an automated mechanism in
which moving parts (due to molecular rotations) transfer the
“sticky” reagent HO in a sequential fashion through suc-
cessive hydrogen-bond making and breaking.

In an ab initio molecular mechanics study of the mecha-
nism of DNA polymerase IV in the thermophilic archaeon
Sulfolobus solfataricys Wang et al. found that water
molecules in the coordination sphere of the catalyticMg
ion appear to play two important rolé¥.The enzyme adds
a nucleotide to a growing DNA chain by catalyzing the
reaction of the terminal’30H group with theo-phosphate
of the new deoxyribonucleoside triphosphate, eliminating
pyrophosphate. The initial, and rate-limiting, step is proton
transfer from 30OH to phosphate, which happens via a
bridging water molecule. And the cleaving of pyrophosphate
following linkage of the polynucleotide chain and the
deoxyribonucleoside involves another water-mediated proton
relay that protonates thephosphate and partly neutralizes
its negative charge.

Proton transfer facilitated by a bridging water molecule

also seems to occur in horseradish peroxidase, where it,

enables the transfer of a proton from iron-coordinate@H
to a His residue in the active sité—the first step in cleavage
of the O-0 bond. Ab initio simulations without this bridging

water arrive at an energy barrier considerably greater than
that found experimentally, because of the large separation

of the proton source and sink.

5.9. Proton Wires

Chemical Reviews, 2008, Vol. 108, No. 1 97

that of other monovalent cations. The traditional explanation,
the so-called Grotthuss mechani&#??%invokes the fact that
protons moving through the network do not, like other
cations, have to “drag” a solvent shell with them. Rather,
the water molecules solvating a hydroniung@4) ion can

Sactually facilitate proton transport by shuttling it to another

molecule (Figure 20). In this way, a specific proton does
not itself diffuse through the medium; rather, there is a
cooperative transfer of protons between successive molecules.
The real picture seems not to be quite so simple, however,
because the hydronium ion appears to have a significantly
different hydration state to that of a water molecule: MD
simulations indicate an average hydration number of about
3, rather than about 4. So intermolecular transfer of the proton
entails a significant rearrangement of the hydrogen-bond
network. Agmo#?® has proposed that this reorganization
precedesroton transfer, leading him to call it the “Moses
mechanism” by analogy with the parting of the Red Sea
before the Israelites could cross it. Day ef#lreported
support for this mechanism from MD simulations using the
empirical valence bond (EVB) methodology. Kornyshev et
al3%>argue from a comparison between MD simulations and
experimental data that motion of the proton may involve not
only transfer between a hydronium ion and a neighboring
water molecule, accompanied by the necessary rearrange-
ments of hydrogen bonds, but also what they call “structural
diffusion” of the more complex protonated speciesObt,
the so-called Zundel ion, which involves the concerted
displacement of two or three protons:

(HZO"-H+"-H20)"°HZO — HZO"'(H20°"H+'"H20)

In fact, the rearrangements of the hydrogen-bond network
that accompany proton transfer appear to be even more
complex than thig?® Using a multistate EVB approach, Lapid

et al. find that although the Zundel ion is indeed the
intermediate in proton-hopping between adjacent water
molecules, this process is coupled to hydrogen-bond reor-
ganization over at least three hydration shells, with bond
making and breaking in the second hydration shell possibly
representing the rate-determining st&pithin this picture,
there are two classes of hydrogen bond that contribute to
the process: those emanating from the protonated molecule
stabilize it, whereas those pointing toward this center are
destabilizing. The “Red Sea” then has two complexions: the
red” (destabilizing) bonds do part in front of the proton
and close up behind it, but the “blue” (stabilizing) bonds do
the opposite. The cooperativity involved is thus both
extensive and complex.

Mezer et aF?® suggest that proton-hopping involving
HsO," and other protonated water clusters can transfer
protons between nearby residues on the surface of proteins,
via the network of “rigidified” water molecules in the
hydration shell. Deprotonation of an acidic surface residue

One of the most striking consequences of the extendedcreates a Coulomb cage which hinders the diffusion of the
hydrogen-bonded structure of liquid water is the rapid proton into the bulk for a sufficiently long time that it can
diffusion rate of protons, which is considerably higher than become bound by another acceptor site on the surface. Such
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a mechanism is supported by observations of proton transfer
between two sites a few angstroms apart on the fluorescein
molecule3?® Suzuki and Sof&® find distinct loops of
hydrogen-bonded water molecules between hydroxyl groups
at the surface of the sugg@rribofuranose, using ab initio
MD simulations. Such “circular hydrogen-bond networks”,
first identified in crystal structures by Saeng&rpersisting

at least for several picoseconds in solution, may increase
the dipole moments of the water molecules concerned, and
could also act as proton-conducting pathways.

Proton-hopping in a hydrogen-bonded chain, along the
lines of the original Grotthuss mechanism, remains a viable
process for water molecules in confined geometries in which
the formation of a bulklike, three-dimensional network is
not possible. The existence of such “proton wires” has been |
postulated in a variety of proteins, where they provide proton-
conduction channels connecting the interior and exterior of
the molecules. For example, there is a 23 A water wire in |;
the photosynthetic reaction center &. sphaeroide®*!
disruption of which by site-directed mutagenesis disturbs the
functioning of the protein comple®? Water chains also seem
to play an important proton-conduction role in the cata-
lytic activity of carbonic anhydrag®333334and of some
cytochromes§?6:335340 gand in proton motion through the pore-  — — . )
forming membrane peptide gramickdn A, A chain of three £ 21, Taoen wker n becelotanen comecs be |
\(’:Vr?;ﬁrng?ofrﬁ%ezfgascgﬁegl t?]%sul;[;ehd iig ?(;(Et Agr?ereﬂ]na?gn'aproton-t?c_)nducting channel. The water molecules are shFc))wn as gray
unclear! Pormie a'nd F\”OU%Z argue that even for one- spheres in the left-hand frame. Courtesy of K. Gerwert.
dimensional proton-conducting water wires there is some
element of a “Moses mechanismé degree of reorganization
of the chain is needed for proton translocation, and this

retinal, bR undergoes a transition between so-called L and
M conformations, in which a proton is transferred from a
. . . . ¢ Schiff base on the chromophore to an aspartate residue
reorientation of water dipoles might constitute the rate- (Asp85), accompanied by the release of a proton to the
limiting step of the process. extracellular surface. Before this event, the latter proton is
These one-dimensional proton wires have been modeledstored on some group X that has not yet been definitively
by considering the water-filled hydrophobic channels of identified. FTIR specti&®354are consistent with the idea that
carbon nanotube¥?**" Dellago et aP* calculate using ab  the proton from the Schiff base moves, via bound waters, to
initio MD that the proton mobility along one-dimensional ~ Asp85 (Figure 21), protonation of which induces a movement
water chains inside a nanotube can be enhanced by theon Arg82 that triggers proton release from X.
ordering imposed by confinement and may be about 40 times - g¢ 65| studies have pointed toward a hydrogen-bonded
greater than that in bulk water, if no hydrogen-bonding neqyork of internal water molecules as the most likely

defggts are present in the chain. This conclusion was candidate for X. Such a one-dimensional network spans the
anﬂmpatgd in ca(qu;fjlat_lons .t:]Y Brewer et aI.,hwhc:_ fgL_de distance from the Schiff base on the buried chromophore to
enhanced proton g'ls usion within narrow, smooth, cylindrical o o termal surface of the protein. Two glutamate groups
hydrophobic pores-®Increasing confinement here promotes o e eyiracellular surface (Glu204 and Glu194) have also
”!Ob"'ty. by organizing the water molepules INto & one- e proposed as candidates for X, and indeed at face value
dimensional proton wire and by preventing stabilization of it seems unlikely that a proton would reside in the hydrogen-
the .protor?ated center thr.ough hydration. ] bonded chain rather than in the carboxylate groups of the

Simulations and experiment suggest that water in larger glutamate residues. But it seems that a®OH cluster—the
nanotubes may adopt relatively ordered structures not foundzyndel catior-may indeed be the preferred proton storage
in the bulk: Byl et a*” found stacks of rings in which the  site355356The H0,* group is stabilized by the delocalization
intra-ring hydrogen bonds are comparable to those in the of charge across both water molecules and by favorable
bulk, whereas the inter-ring bonds are weaker. Mashl¥fal. interactions with the two g|utamate resid&é‘—sQuantum-
found a state with structural and dynamical characteristics chemical simulatiori* show that the &, group may have
of both the liquid state and of hexagonal ice. The proton a symmetric hydrogen-bonding arrangement, with the proton
CondUCtiVity of these water “tubes” depends SenSitively oN shared equa”y between the two water molecules. This
their StrUCtUre_S, making it pOSSibIe that the pl’oton m0b|l|ty Suggests the poss|b|||ty that proton migration involves
could be switched “on” or “off’ by small and subtle transformations between a hydrated Zundel catig®.+
perturbations of the confining environment. (H20)s and the “Eigen” complex kO™+(H,0)s, where the

A water wire in the transmembrane proton pump bacte- proton is asymmetrically hydrogen-bond&tGarczarek and
riorhodopsin (bR) has been studied extensively. Crystal- Gerwerg®* suggest that the movement of Arg82 triggered
lographic studie¥®3%°and MD simulation®'3>2have shown by protonation of Asp85 destabilizes the®i" complex in
that there are several ordered water molecules within the such a way as to create a connection between this water wire
internal cavity of the extracellular half of bR. Following light and the protonated Asp85. This enables the water cluster to
absorption and photoisomerization of the chromophore be reprotonated following release of a proton at the extra-
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Figure 22. One possible mechanism for the proton impermeability of aquaporin invokes a defect in the chain of water molecules threading
through the protein pore (left), such that Grotthuss-like proton transport can only take place toward the defect from either direction (right).
Reprinted with permission fror8ciencehttp://www.sciencemag.org), ref 365. Copyright 2002 American Association for the Advancement

of Science.

cellular surface. Mathias and M&P&have refined this picture it appears to do via a chain of nine hydrogen-bonded
still further using hybrid density functional and force-field molecules. But if this chain were to permit rapid transmem-
simulations to calculate the IR spectra of the proton-releasebrane proton motion, that would disturb the delicate charge
complex, which they compare with experimétt.They balance across the membrane. So aquaporin must somehow
suggest that the water cluster that facilitates proton storagedisrupt the potential proton wire that threads through it. In
and release is in fact best not viewed in terms of either of fact, aquaporin proteins achieve water conductance rates of
the classical Zundel or Eigen complexes but involves a water around 18 molecules s while preventing transmission of
wire, stabilized by Glu194 and Glu204, in which the protonic all ions, protons included.

defect is highly delocalized. They propose that such one- |t has been proposed that this is achieved by the introduc-
dimensional water chams might serve quite generally astion of a defect into the hydrogen-bonded  ch¥f367
“proton sponges” in proteins. o Simulations by de Groot and Grubiter3®s of water per-
~ Lee and Kraus$® suggest that a water wire is also meation through human aquaporin-1 and the closely related
involved in proton transpotto the (initially deprotonated)  pacterial glycerol factor GIpF suggest that the “proton
Schiff base from the cytoplasmic side of bR, which occurs parrier” occurs at a conserved arginine residue in both
during the M-N transition of the photocycle. Here the proton - channels, whereas another conserved region, the asparagine
motion is initiated at the Asp96 residue in the cytoplasmic proline-alanine (NPA) motif, provides a size-selective filter
region, which is connected to the Schiff base in the M state that prevents passage of other small molecules. Tajkhorshid
via a narrow channel. Part of this channel is hydrophobic, gt a].365 on the other hand, suggested that, in GIpF at least,
but water molecules have been identified in this region, near it is the interaction of one of the water molecules with
the Schiff base, in an X-ray structure of the N st&td_ee surrounding asparagine residues in the NPA region that
and Kraus¥°show that a water wire threading linking Asp96 introduces the defect responsible for proton-blocking. These
to the nitrogen of the Schiff base can effect extremely fast jnteractions enforce opposite orientations of water molecules
proton transportwithin about 0.05 ps if the Asp85 residue  jn the two halves of the chain to either side, so that proton
hydrogen-bonded to the Schiff base is deprotonated. Thus,transfer from either end becomes arrested in the middle,
they postulate that the rate-limiting step of this part of the \yhere a water molecule acts as a hydrogen-bond donor to
photocycle is likely to be the formation of the water wire  poth of its neighbors (Figure 22). This defect in a water wire,
itself. S o i called an L defect, was also found to disrupt proton transport
The participation of water wires in the function of bR and - 310ng one-dimensional water chains in carbon nanotétes.

Lﬂf&fgmpéf’g}ﬂz &Lgpgﬁl 'Srh%%gsifﬁgtthv:ttg otr:]tgir?g?rlgr? IOf But the proton impermeability of aquaporin may be instead
: y P 9Y due to electrostatic rather than structural barriers, for example

Bﬁﬂgge&?&%ﬁg V;’gfjeirr]éns(ﬂiﬁurlr?;:éﬁlgglgf;ﬁi;ﬁt F(;ﬁ}]oerbeing induced by oppositely orientedhelical domains that

- ' . . converge in the NPA region where, in addition to arranging
Cﬂlr?]”gg pump halorhodopsin converted it to a proton the proton-shuttling paths in opposite directions as described
pump: above, they produce a bipolar, positively charged electrostatic
: : field.368369 \Joth and co-workers have now shown that
5.10. Function of Protein Channels electrostatics, rather than water-wire defects, seem to pre-

The water-conducting protein channel aguaporin provides dominate??6370.371pgint mutations in the seemingly crucial,

an interesting contrast to these proton wires. The function narrow NPA region of the aquaporin chanfiehave helped
of aquaporin proteins is to mediate water transgfdnvhich to resolve the matter here: Beitz et al. found that a
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double mutation of aquaporin-1 with the Arg-195 residue mode of action in the bacterial mechanosensitive channel
removed has an enhanced ability to conduct cafi6ichen MscL. Hydration of the hydrophobic gate region contributes
et al®"% show that this can be explained by invoking three critically to the energy of channel opening and shapes the
contributions to the free-energy barrier for proton transport: rate-limiting kinetic barrier for gating. Hydrophilic substitu-
the bipolar field¥’? electrostatic repulsion by Arg-195, and tions in this region lead to a permanently hydrated pre-
the dehydration penalty imposed by the narrow neck of the expanded channel that is easy to op#&n.
pore. The first of these contributes about half of the Gibbs- MD simulations of water inside the mechanosensitive
energy barrier to proton permeation, and this barrier does channel MscS oE. coli,*®” based on a crystal structure which
not seem to be significantly lowered for protons, relative to revealed a pore 715 A across at its narrowest poitig,
other cations, by their unique ability to delocalize their charge revealed that despite the considerable width of this opening,
in Zundel-type configuration¥! This dominant influence  the pore was probably in a closed state in the protein crystal.
of electrostatics on gating is supported by simulations of It is lined with highly hydrophobic residues, and the
water permeation through a carbon nanottaVhen a simulations indicated that this caused cooperative drying
positive charge is introduced at the midpoint of the nanotube within the constriction (Figure 23a). A narrow water bridge
and just outside of the tube wall, it may induce reorientation was repeatedly formed and dissipated during the simulations,
of water molecules in a single-file chain threading through but the constriction was water-free, at physiological ionic
the tube so as to produce an L defect. Dellago and Hummerstrengths, for about 83% of the time. This presents a
have found that proton desolvation in a single-file water chain considerable energetic barrier (about-2® kcal moft?) to
within a carbon nanotube is by itself sufficient to suppress the passage of ions through the channel, since they cannot
proton transport significantly, despite the high proton mobil- pass through the constriction without being stripped of much
ity along such water wireg? of their hydration shell (Figure 23b). A note of caution is
Voth and co-worke®6:376-378 have proposed that rather added by Spronk et al., however, who find that when the

similar effects may operate in the M2 proton channel of the transmembrane potential is included in the simulations, the
influenza A virus, where again a constriction blocks the MscS channel becomes hydrated and conduéfihghey
passage of non-proton ions because of the desolvation thissuspect in consequence that the crystal structure reported by
would entail. In principle, a continuous chain of hydrogen- Bass et af®® may correspond to an open rather than a closed
bonded water molecules could thread the pore to produce asState.

proton wire; but a histidine residue (His-37) in the constric-

tion forces the water molecules on either side of it to adopt 6. Water and Nucleic Acids

opposite orientations, breaking the wire. Rotation of His-37
by about 60 can open the pore by allowing a single water
molecule to bridge the constriction, completing the proton-
conduction pathway while still excluding larger io#8.

Disruption of water channels through transmembrane pores
has in fact been proposed as a rather general mechanism fo
gating behavior. Beckstein et HP find that a hydrophobic
pore with a funnel-shaped entrance switches from a “closed”
dry state to an “open”, water-filled state rather abruptly once
a critical pore radius is exceeded and that this “opening”
radius can be tuned by varying the length of the pore or by
adding a few polar groups to its lining. Similarly, Sriraman
et al®% show that tuning of the hydrophobicity of a carbon
nanotube interior can alter its water occupancy between filled
and empty states; at intermediate values of hydrophobicity

In comparison with the attention given to hydration in
determining protein structure and function, the role that water
plays in the properties of nucleic acids has been surprisingly
neglected. Indeed, it is often overlooked that the famous
double-helical structure of DNA is not intrinsic to that
folecule but relies on a subtle balance of energy contribu-
tions present in aqueous solution. Without water to screen
' the electrostatic repulsions between phosphate groups, the
classic, orderly helix is no longer viable. Thus, DNA
undergoes conformational transitions, and even loses its
double helix, in some apolar solverdt83°*and even though
both experimenf8? and MD simulation®® suggest that the
double helix is not lost entirely in the gas phase, it has none
of the elegance and order familiar from DNA'’s iconic
- ; representations. On the basis of elasticity measurements of
there are more or less long-lived fluctuations between thesesingle-stranded DNA in water and nonaqueous solvents, Cui
metastable states. et al3®find that in the former case the strands are shorter,

MD simulations by Wan et &' suggest that gating can  which they attribute to water bridges between bases in the
be induced by deformation of a hydrophobic pore. They find chains® These hydrogen bonds appear to be relatively weak
that an indentation of the wall of a single-walled carbon (of the order of 0.5BT), leading Cui et al. to speculate that
nanotube caused by a relatively modest external force (ofif the hydrogen bonding of single-stranded DNA with water
the order of 2 nN) can induce a sharp open-to-closed were much stronger, this might inhibit the formation of the
transition once the displacement exceeds a critical value bydouble helix. If that is so, water seems here to function in a
just 0.6 A. Zimmerli et aP®2 have found that the dipole “Goldilocks” mode: some hydration is essential for a stable
moment induced by curvature in the graphitic wall of a short double helix, but not too much.
carbon nanotube can reorient water molecules threading  As with proteins, DNA in the crystalline st&f preserves
through it so as to create an L defect (see above) and therebyy pronounced degree of ordering in its hydration shells.
block fast proton transport. Dickerson and co-workers have repofféd@®that in the solid

Mechanically induced operclosed transitions do indeed state, A-T segments of DNA have a “spine of hydration”
seem to occur in biological hydrophobic pores. Several gatedin which one layer of water molecules bridges the nitrogen
channels contain constrictions lined with hydrophobic resi- and oxygen atoms of bases in the minor groove, while a
dues, where a water channel could quite easily be pinchedsecond layer bridges water molecules in the first layer. This
off by a conformational change. Jiang and co-work&i§* “spine” seems also to persist in aqueous solution, where
have suggested that such a gating process operates iNMR measurement® show water residence times in the
potassium channels, and Sukharev étgbropose a similar ~ minor groove of more than 1 ns: orders of magnitude larger
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Figure 23. (a) Water dynamics in simulations of the protein channel MscS, showing snapshots in which the pore neck is “dry” (left) and
partly water-filled (right). The red spheres are chloride ions, and polar residues are shown in green. (b) Passage of an ion through the pore.

It can pass through the narrowest part of the constriction only by being largely stripped of its hydration shell. Reprinted with permission
from ref 387. Copyright 2004 Biophysical Society.

than the residence times in the major groove, and comparablepresence of glutamate (which is known to influence pretein
to those of “buried” water molecules in globular proteins. DNA interactions) differs between specific and nonspecific
Shui and co-workef8%401 and Tereshko et &f2 have binding primarily in that the former incurs release of bound
identified a further two crystallographically defined hydration Water from the DNA. Robinson and Sligétsuggested that
layers, which produce a series of fused hexagonal rings ofthe loss of sequence specificity of the restriction enzyme
water molecules in the minor groove (Figure 24). But this ECoRI in the presence of certain solutes could be explained
structure seems to be rather sensitive to the base sequenc®y the fact that water mediates the proteDNA interaction
Not only is the spine of hydration specific to A-tracts (short and that this influence is suppressed under conditions of
sequences of A bases), but Liepinsh etlfind that, decreased water activity. They concluded that “water media-
although the central AATT tract of GTGGAATTCCAC tion may constitute a general motif for sequence-specific
dodecamers has this hydration structure in solution, it doesDNA recognition by restriction enzymes and other DNA-
not appear to be present in the TTAA segment of GTGGT- binding proteins”.
TAACCAC dimers. The minor groove of the latter is slightly  Sidorova and R&’ found that, for relatively low osmotic
wider, which apparently disrupts the hydration spine. In stress, the binding specificity dEcoRl increased rather
contrast, Woods et & find that modifying one of the  than decreased with addition of osmolytes. They estimated
thymines in each strand of CGCGAATTCGCG dimers to that under these conditions the nonspecHicoRlI—DNA
remove keto oxygens thought to play a central role in the complex sequesters about 110 more water molecules than
hydration structure does not destroy the spine of hydration, the specific complex. Sidorova and Rau propose that this
although it becomes less stable. water is organized into a hydration layer at the protein
This sensitivity of B-DNA hydration to sequence suggests DNA interface, from which solutes are excluded, whereas
that the arrangement of water molecules might effectively crystal structures of the specific complex show direct con-
transmit sequence information to locations remote from the tacts without intermediate water. Increasing the osmotic
bases themselves. There now seems to be good evidence thatress would then be expected to enhance specific binding,
hydration structures are indeed used by DNA-binding which minimizes the volume of solute-excluding water. This
proteins as part of the recognition process. Specifically, the is not necessarily inconsistent with Robinson and Sligar's
energetics of water release from sequence-specific hydrationobservations of decreased specificity at high osmotic
structures might be expected to influence the binding stress, if this is considered to influence an equilibrium
strengths. Ha et &P° found that the interaction of thiac between water-mediated and direct contacts for nonspecific
repressor protein with the lac operon site on DNA in the binding.
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a b : cluster in the major groov&? There is an almost identical

percolation threshold for A-DNA, but in that case it
corresponds to the appearance of a spanning water network
in the minor groove?*! It is not yet clear whether this near-
coincidence of thresholds arises from chance or from some
deeper physical cause. In any event, these hydration struc-
tures may hold the key to transitions between the A and B
conformations, particularly insofar as these are governed by
the presence of ions, which may alter the hydration structures
and thus the relative stabilities. For example, a fully
connected water network in the major groove of B-DNA
allows counterions such as N& become fully mobile along

the length of the chain, and this may prevent the accumula-
tion of such ions in the major groove, which is thought to
govern the B-to-A transitioft?

Some of the water molecules in the minor groove can
be substituted by cations, which induce electrostatic effects
that can influence DNA curvaturé? alter the width of
the groove!!* and affect the duplex melting temperatdte.
Shui et al® affirm the presence of cations in the pri-
mary hydration layer and suggest that these “extrinsic”
influences far outweigh any “intrinsic” contributions to DNA
deformation owing to sequence-specific babase interac-
tions. They conclude that the hydration structure, and the
presence of monovalent cations within it under physiologi-
cal conditions, are essential for stabilizing the native B
configuration of DNA, which is broadly consistent with
the suggestions of Brovchenko et*l.above. Moreover,
McFail-lsom et al‘'é suggest that the fused-hexagon motif
of the hydration shell may act as a conformational switch in
which DNA-binding molecules such as spermine expel
sodium ions.

Although the presence of cations ions in the minor groove
seems to be supported both by experirtiérit® and by
theory#1°420 Chiu et al?*?! have questioned the notion of
sequence-specific ion-binding sites and their role in modify-
Figure 24. Hydration layers of DNA. The primary layer of water  ing DNA structure, arguing instead that short-ranged interac-
molecules is colored light blue, the second layer magenta, the thirdtions between the nucleotide bases account for sequence-
layer blue, and the fourth layer red: (a) shows a stereoview into dependent variations in local structure. The issue remains
ilustrating he fused-hexagon matt The Stes that may be oacupied UNresolved: the MD simulations of Hamelberg ofZéido
by potassium ions are indicated with plus signs. Reprinted with seem to show t.hat '.nteracuons of ions and water in the minor
permission from ref 400. Copyright 1998 American Chemical 9rOOVe narrow its width, whereas those of Ponomarev@t al.
Society. show no significant correlations between the width of the
groove and the presence of ions.

How these effects depend on the particular sequence- RNA appears to be more highly hydrated than DN#A!25
specific hydration structures of DNA has not been clear in As in DNA, G—C pairs are more hydrated thar-AJ pairs,
general. But Fuxreiter et 41 found that these structures and the hydration structures around the former are better
influence the water release on binding of the restriction defined*2® The folding of RNAs into their functional forms
enzymeBanHl| to its cognate sequence GCATCC and to resembles in many ways that of proteins: both macromol-
similar but noncognate sequences. The entropic and enthalpiecules have hydrophilic and hydrophobic segments in their
changes due to water release from the prot&@hA chainlike structures, and both may engage in intramolecular
interface are one of the key driving forces of the interaction, hydrogen bonding in the folded state. But the distribution
and Monte Carlo simulations showed that this release wasof the two types of component is more regular in RNall
highly dependent on sequence so that a given DNA sequencehe bases are, aside from their hydrophilic substituents, hy-
has a “hydration fingerprint” that determines the binding drophobic, whereas the suggyhosphate backbone is uni-
energetics. formly polar. Sorin et at?’ find that this regular structure

The hydration structure of DNA can also play a functional leads to correlated collapse of RNA strands into a compact
role by determining its conformation. The conformational form, which is more likely to trap water molecules between
state of double-stranded DNA in solution is very sensitive hydrophobic bases than is the less cooperative collapse of
to hydration: at low hydration, the most biologically relevant proteins, where hydrophobic residues are more sparsely dis-
B form undergoes conformational transitions to other fofths. tributed. Their simulations suggest that this trapped water
The stabilization of the B form occurs very close to the is expelled late in the folding process so that there re-
hydration level at which water clusters in the primary mains considerable potential for water-mediated interactions
hydration shell link up to form a fully connected (percolating) as compaction proceeds. In this respect, the results argue
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that explicit water molecules buried within the folding of behaviors between them, and this literally erases any
macromolecule can play an important role in mediating dividing line between the “biological components” and their
compaction, as proposed for proteins by Cheung #faknd environment. Water is an extraordinarily responsive and

Papoian et &% sympathetic solvent, as well as being far more than merely
a solvent. If living systems depend on that kind of exchange,
7. Conclusions for example so that molecular information can be transmitted

) . o ) beyond the boundaries of the molecules that embody it, one

Water plays a wide variety of roles in biochemical s tempted to conclude that these systems would need to
processes. It maintains macromolecular structure and medi-make use of water.

ates molecular recognition, it activates and modulates protein 1 is not just because of its molecular-scale structure that

dynamics, it provides a switchable communication channel \, aier has been characterized as “biophifiathen Henderson
across membranes and between the inside and outside Ofirs; rajsed the intriguing notion of water’s “fitness” as life’s

proteins. Many of these properties do seem to depend, 10 anj¢rix in 1913 he had in mind the unusual macroscopic
greater or lesser degree, on the “special” attributes of the ygperties such as its high heat capacity and density
H,0 molecule, in particular its ability to engage in direc-  gnamalies. Nonetheless, even these have their origins in
tional, weak bonding in a way that allows for reorientation \yater's more or less unique set of molecular characteristics.
and reconfiguration of discrete and identifiable three- garing some unforeseen revelation from the exploration of
dimensional structures. Thus, although it seems entirely likely Titan, however, it is likely that we will have to rely on

that someof water's functions in biology are those of a gyperiment rather than discovery to put Henderson’s hy-
generic polar solvent rather than being unique to water itself, pothesis to the test. Rather excitingly, with the advent of

it is very hard to imagine any other solvent that could fulfill synthetic biology'32-43 along with chemical and biological
all of its roles—or even all of those that help to distinguish systems for exploring “alternative biochemistridd®;439 it

a generic polypeptide chain from a fully functioning protein. ig'no far from inconceivable that this test can be arranged.
The fact that fully folded proteins moved from an aqueous

to a nonaqueous environment may retain some of their8 Acknowled t
functionality does not alter this and does not detract from ** cknowieagments

the centrality of water for life on earth. . For commenting on the draft manuscript and providing
That, however, is not the same as saying that all life must additional material, | thank Austen Angell, Bruce Berne,
be aqueous. At least with our present (incomplete) state of pavid Chandler, Jan Engberts, Ariel Femdaz, John Finney,
knowledge about pivotal concepts such as the hydrophobick|aus Gerwert, Teresa Head-Gordon, John Ladbury, Richard
interaction, it is not obvious that any one of the functions of pashley, Lawrence Pratt, Klaus Schulten, Jeremy Smith,

water in biology has to stand as an irreducible aspect of aSergei Sukharev, Gregory Voth, and Loren Williams.

“living system”. It is certainly possible to imagine, and even

]Eo makef}28 artlﬂcllal chemlcal_ systems that engage in some g ot Added in Proof

orm of information transferindispensable for inheritance

and Darwinian evolutiofrin nonaqueous media. Those Significant new findings in this field are arriving so
properties of water that do seem extremely rare, if not unique, frequently that a review cannot be anything more than a
in a solvent-such as rapid proton transfer via Grotthuss or snapshot. While the paper was in production, for example,
“Moses” intermolecular hoppingare clearly exploited by  there has been a thorough study of the structure of aqueous
terrestrial cells but do not seem obviously indispensable for salt solution&* (which provides further evidence for the lack
life to exist. of utility of the picture of structure-making and structure-

Moreover, creating and sustaining life in water faces some breaking), an exploration of the effect of hydrophobic
significant obstaclég®—perhaps most notably the solvent's interactions on pressure- and temperature-induced protein
reactivity, raising the problem of hydrolysis of polymeric denaturatiorf?! a beautiful example of hydration as a tuning
structures and of fundamental building blocks such as sugarsparameter in the redox behavior of iresulfur proteins'*?
How the first pseudobiological macromolecules on the early a study of the reliance of DNA hybridization on an aqueous
Earth avoided this problem is still something of a puzzle. It environment?3 an illustration of decoupling of protein and
is also unclear whether a solvent capable of engaging inhydration dynamics for membrane proteffisand a review
hydrogen bonding might initially help or hinder the use of of water structure at hydrophobic and hydrophilic surfdées.
this valuable, reversible noncovalent interaction for defining Such advances will continue to be reported in an informal
complex structures in macromolecules and their aggregatesand no doubt highly incomplete way on the blog “Water in
Certainly, there is now reason to believe that such moleculesBiology” (http://waterinbiology.blogspot.com).
can utilize both hydrogen bonding and solvophobic effects
in acquiring well-defined structures without needing water 10 Note Added after ASAP Publication
as their solvent!

Attempts to enunciate the irreducible molecular-scale  This paper was published on the Web on December 21,
requirements for something we might recognize as “life” 2007, with errors in Figure 1 and section 2.1. The correct
have so far been rather spord@i¢3®and are often hampered version was posted to the Web on December 28, 2007.
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